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Abstract

A theory of conceptual development must provide an account of the
innate representational repertoire, must characterizeihiialthese
representations differ from the adult state, and must provide an account
of the processes that transform the initial into mature representation

In The Origin of Cong@ptsy 2009), | defend three theses: (1) the
initial state includes rich conceptual representations, (@3s0nethel
there are radical discontinuities between early and later developing
conceptual systems, (3) Quinean bootstrapping is one learning mecha
nism that underlies the creation of new representational resources, en
abling such discontinuity. Here | argue that the theory of conceptual
development developetiha Origin of Conceps$rains our theo

ries of concepts themselves, and addresses two of Fodor's challenges
to cognitive science; namely, to show how learning could possibly lead
to an increase in expressive power and to defeat Mad Dog Nativism,
the thesis that all concepts lexicalized as mono-morphemic words are
innate. In response to Fodor, | show that, and how, new primitives in a
language of thought can be learned, that there are easy routes and hard
ones to doing so, and that characterizing the learning mechanisms in
each illuminates how conceptual role partially determinek conceptua
content.
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1 Introduction

The human conceptual repertoire is a unique phenomenon on earth,
posing a formidable challenge to the disciplines of cogaitive scienc
Alone among animals, humans can ponder the causes and cures of
pancreatic cancer and global warming. How are we to account for
the human capacity to create concepts cEBUCATEASANCER
ELECTRONINFINITY GALAXYandvispowHow do such concepts arise,

both over history and in ontogenesis? Rightly, most attempts to
provide such an account center on what makes concept attainment
possible, but the literature on concept development adds a second
guestion. Why is concept attainment (sometimes) so easy and what
(sometimes) makes concept attainment so hard? Easy: some new
concepts are formed upon first encountering a novel entity or hear-
ing a new word in context (Carey 1978). Hard: others emerge only
upon years of exposure, often involving concentrated study under
metaconceptual control, and are not achieved by many humans in
spite of years of explicit tutoring in school (Carey 2009). Consider-
ing what underlies this difference illuminates both how concepts are
attained and what concepts are.

A theory of conceptual development must have three components.
First it must characterize the innate conceptual repertape—th
resentations that are the input into subsequent learning processes.
Second, it must describe how the initial stock of representations d
fers from the adult conceptual system. Third, it must characterize
the mechanisms that achieve the transformation of the initial into
the final state.

The two projects of constructing a theory of concept acquisition
and constructing a theory of concepts fit within a single intellec-
tual enterprise. Obviously, a theory of concept acquisition must be
consistent with what con@ptBut the relation between the two
projects goes both ways, a fact that has played almost no role in the
psychological literature on concepts (see, for example, the excellen
reviews in Smith and Medin 1981, and in Murphy 2002). With the
exception of developmental psychologists, cognittgensarientis
ing on concepts have mostly abandoned the problem of character-
izing and accounting for the features that enter into their learning
models, often coding them with dummy variables.
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This was not always so. For example, in theorizing about con-
cepts, the British Empiricists made accounting for acquisition a cen-
tral concern. They, like many modern thinkers, assumed that all
concept learning begins with a primitive sensory or perceptual vo-
cabulary. That project is doomed by the simple fact that it is impos-
sible to express most concepts in terms of perceptual features (e.g.,
CAUSEGOODQ SEVENGOLQ DOG...). In response, some theorists posit
a rich stock of innate conceptual primitives, assuming that the adult
conceptual repertoire can be built from them by conceptual combi-
nation. That is, they assume that the computational primitives that
structure the adult conceptual repertoire and the innate primitives
over which hypothesis testing is carried out early in development
are one and the same set (e.g., Levin and Pinker 1991; Miller 1977,
Miller and Johnson-Laird 1976). A moment’s reflection shows this
assumption is also wrong. For example, the defimitiontioin
modern chemistry mightulaeenwiTHATOMICNUMBER/Q Clearly
the theoretical primitizesmenanditomare not innate conceptu-
al features, as they arise in modern chemistry and physics only in the
18" and 19 centuries, after many episodes of conceptual change.
(Of course, it is an open guestion whetinerandatomare de
finable in terms of developmental primitives; there are no proposals
for possible definitions in terms of innately available primitives). Or
take the features that determine the prototype structure of animal
concepts (e.gIRD FLIESLAYSEGGSHASWINGS NESTSN TREESHASA
BEAK SINGS..). Participants in studies provide just these when asked
to list the features of birds. Furthermore, overlap in these features
with others at this grain predicts judged similarity of birds to other
animals, and overlap in particular values of them (e.g., beak type), as
well as other features such as color and size, predicts prototypical-
ity within the category of birds. That is, this feature space definitely
underlies adult prototypicality structure. Prototype leal&lisig mo
assume that learning a new concept involves constructing a summary
representation of a category in terms of such features, and then using
this summary representation to probabilistically deteronyne categ
membership. But a moment’s reflection shows these models just help
themselves to features that are not, for the most part, innate primi-
tives—many are no less abstract nor no less theory-laden than the
conceptirpitself.
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In a recent book (Carey, 2008,0rigin of Condegpeafter,
TOOY; | take on the dual projects of accounting for conceptual de-
velopment and characterizing the nature of human concepts. To-
wards a theory of conceptual development, | defend three theses.
With respect to the initial state, contrary to historicaintmpor
thinkers such as the British empiricists, Quine, and Piaget, as well
as many contemporary scientists, the innate stock of primitives is
not limited to sensory, perceptual or sensory-motor repiesentatio
Rather, there are also innate conceptual representations, embedded
in systems of core cognition, with contentsasaeh @sec
GOAL cAusg andapproxIMATELEQ With respect to developmen-
tal change, contrary to continuity theorists such as Fodor (1975),
Pinker (2007) and many others, there are major discontinuities over
the course of conceptual development. By ‘discontinuity’ | mean
gualitative changes in representational structure, in wérich the lat
emerging system of representation cannot be expressed in terms
of the conceptual resources available at the earlier time. Concep-
tual development consists of episodes of qualitative change, result
ing in systems of representation with more expressive power than,
and sometime incommensurable with, those from which they are
built. Increases in expressive power and incommensurabilities are
two types of conceptual discontinuities. With respect to a learning
mechanism that achieves conceptual discontinuity, | offer Quinia
bootstrapping.

Toward a theory of concepts that meshes with the picture of con-
ceptual developmenT®OCI support dual factor theory (e.g.,
Block 1986). The two factors are sometimes called ‘wide’ and ‘nar-
row’ content. The wide content of our mental representations is
partly determined by causal connections between mental symbols,
on the one hand, and the entities to which they refer. To the extent
this is so, all current psychological theories of concepts are on the
wrong track—concepts are not prototypes, exemplar representa-
tions, nor theories of the entities they represent. However, contrary
to philosophical views that deny that meanings are determined in any
way by what's in the head (e.g., Dretske 1981, Fodor 1998, Kripke
1972/1980, Putnam 1978)0@rgues that some aspects of infer-
ential role are content determining (harrow content). The challenge
for psychologists is saying what aspects of mental representation of
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entities we can think about partly determine the meaning of con-
cepts of those entities, and which are simply what we believe about
those entities (sometimes called the project of distinguishing con-
cepts from conceptions, Rey 1983). Facts about conceptual develop-
ment constrain a theory of narrow content.

While the goal ®O0OQ@vas to explicate and defend the above
three theses about conceptual development and sketch how they
mesh with a dual factor theory of concepts, | also addressed Fodor’s
(1975, 1980) two related challenges to cognitive science—first, to
show how learning can possibly result in increased expressive power,
and to defeat the conclusion that all concepts lexicalized as mono-
morphemic words are innate. The key to answering both of these
challenges, as well as to understanding conceptual discontinuitie
general, is to show that, and how, new copcepitiesan be
learned. Conceptual primitives are the building blocks of thought,
the bottom level of decomposition into terms that articulate mental
propositions and otherwise enter into inference. Conceived of this
way, there is no logical requirement that conceptual primitives can-
not be learned.

Rey (2014) denies that the project is successful in meeting Fodor’s
challenges, as do Fodor (2010) and Rips and colleagues (Rips et al.
2008, 2013). Although | ultimately disagree, | appreciate many of
the points these critics make along the way. These debates bring
into focus how the projects of understanding conceptual develop-
ment and understanding the nature of concepts, learning, and the
human mind are intertwined. In this paper | lay out these debates
on the interrelated issues of conceptual discontinuity,nincreases i
expressive power, and Quinian bootstrapping and begin to sketch
how they bear on our understanding of the nature of concepts. |
show how new primitives can be learned, and how this fact bears on
these debates.

2 The dialectic according to Fodor, Rey and Rips et al.

A kind of logical constructivism is at the heart of Fodor's and Rey’s
(and at least implicitly) Rips et al.’s dialectic. These writers, like
many others, take expressive power to be a function of innate primi-
tives, and what can—in principle if not in fact—be built from them
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using the resources of the logic available to the learner. Expressive
power is a logical/lsemantic notion. So long as the characterization
of learning mechanisms is exhausted by specifying the set of innate
primitives and the logical resources through which one builds new
representations from those primitives, clearly one cannot increase
expressive power by learning (Fodor 1980).

My response to this picture of learning and conceptual develop-
ment is to argue that learning mechanisms can create new primitives,
new primitives that cannot be constructed from antecedently exis-
tent primitives by logical combination, and thus increase the expres
sive power of the conceptual system. In addition, my concern is with
how new primitives actually come into being; if there are processes
that yield new primitives, then the question is whether such pro-
cesses actually underlie the emergence of any given representation.

Fodor’s (1975) second challenge to cognitive science is to defeat
his argument for Mad Dog Nativism, that is, to defeat the argument
that virtually all of the over 500,000 concepts lexicalized by mono-
morphemic words in the Oxford English Dictionary are innate. Rey
(2014) lays out Fodor’s argument as follows:

Premise 1. (Hypothesis Confirmation). All learning is hypothesis
confirmation.

Premise 2: (Logical Construction) One can learn new concepts
only by creating and confirming hypotheses formulated in
terms of logical constructions from antecedently available
primitive concepts.

Premise 3: (Atomism). The concepts underlying mono-morphe-
mic words cannot be analyzed as logical constructions of
other concepts, primitive or otherwise. (Actually, Fodor says
‘most’” mono-morphemic concepts cannot be so analyzed,
but for simplicity I will assume ‘all’ rather than ‘most’).

Conclusion: (Innateness). In order to acquire a new concept
lexicalized as a mono-morphemic word, one would have to
confirm hypotheses already containing the concept to be
learned. Therefore, no such concept can be learned.
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TOOG@nswers this challenge by giving reasons to deny premises
1 and 2. My basic strategy has been to provide several case studies
of transitions between conceptual systems in which the later one ex-
presses concepts that are not logical constructions fram the earlie
one (Carey 1985, 2009; Smith, Carey and Wiser 1985; Wiser and
Carey 1983). Sometimes this is because of local incommensurabil-
ity, as in case studies of thermal concepts, biological concepts and
electromagnetic concepts in the history of science, or concepts of
matter/weight/and density in intuitive physics in childhoed and th
concepts of life and death in childhood). Sometimes it is because of
developments within mathematic representations thakincrease e
pressive power without necessarily involving local incommensura-
bility (as in case studies of the origins of concepts of integers and
rational numberJ.OO@hen goes on to analyze how Quinian boot-
strapping plays a role in transitions of both types.

The central issue dividing my views from the critics | focus on
here is discontinuity. These critics deny the very possibility of con-
ceptual discontinuities, as well as offering a positive view of con-
ceptual development in terms of Premises 1 and 2 of Fodor's ar-
gument which they claim shows how conceptual development is
possible without discontinuity. Rips and his colleagues suggest that
claims for discontinuities are incompatible with claims that concepts
are learned (Rips and Hespos 2011; Rips, Asmuth and Bloomfield
2013). Again, the key is understanding that, and how, new concep-
tual primitives can be learned. These critics argue that my proposal
for a learning mechanism that can underlie conceptual discontinu
ity, Quinian bootstrapping, fails, partly through failing to confront
a psychologized version of Goodman’s new riddle of induction (Rey
2014, Rips et al. 2008).

With respect to Rips’ and his colleagues worries that concept
learning and concept discontinuity are incompatible, let me clarify
what the debatadabout. The existence of conceptual discontinu-
ity cannot entail that it is impossible for an organism to acquire some

2The case study of the construction of the integers is the focus of Rey’s, Rips
et al’s, and Fodor’s critiques. | will discuss whether this episepiialf co
development truly involves a discontinuity, and an increaseeopewxpressi
when | turn to it in Sections 8 and 9 below.
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later representations, given its initial state, except thnaigh matu

tion or magical processes that don't involve learning (e.g., being hit
on the head). What is actual is possible. The mechanisms (there are
many) that underlie the acquisition of our representational reper-
toire, in general, and our conceptual repertoire in partieylar, if th

are learning mechanisms, are computational processes. At stake are
premises 1 and 2 of Fodor's argument, which all of these critics ex-
plicitly or implicitly endorse. | agree that most of conceptual devel-
opment consists of hypothesis confirmation, where the hypotheses
are articulated in terms of already available concepts.ti@scontinui
arise in episodes of conceptual development where this is not the
right model.

With respect to the positive proposal, Mad Dog Nativism re-
quires that virtually all the 500,000 concepts lexicalized in English
plus those that will come to be lexicalized in the future, are innate,
existing in some way in the infant’'s mind. This isn't conaforting as
positive proposal that obviates the need for concept learning. A prio-
ri, it is highly unlikely thatrkandcarRBURETORINGFAXArE iNNate
concepts, existing is some kind of hypothesis space available for hy-
pothesis testing. Noting this unlikelihood, Rey (2014) dsstinguishe
between manifest concepts (those currently available for hypothesis
testing and inference) and what he calls ‘possessed’ concepts (those
that exist in the mind in some way, but are not currently available
for thought, or those that can be constructed, by logical combination
from that initial set). Rey defines possessed concepts as those that
have thpotentigo be manifest. Here | use ‘potential’ concepts in-
stead of ‘possessed’ concepts to express this notion. Nobody would
ever deny that an actual manifest concept had the potential to be the
output of some developmental process, and in the light of character-
izations of those developmental processes, we can and do explore
the representational repertoire it can achieve. Exploritdethe possi
outputs of the learning mechanisms we investigate is an important
part of characterizing these mechanisms. Calling the potential out-
put of concept learning mechanisms ‘possessed concepts’ implies
something stronger, that they exist somehow in the mind prior to
becoming manifest. Of course, Premises 1 and 2 specify one way we
can think about this stronger notion ‘possession:’ the innate primi-
tives, along with the combinatorial apparatus of logic and language
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constitutes a space of alternative hypotheses about which concepts
apply in particular contexts (e.g., to support the meaning of a word),
and this space exhausts the potential concepts that are attainable.
The writers | am criticizing here assume that potenti@laconcepts
stitute a space of alternatives, laying in wait to become manifest, and
that manifestation consigisingr being logically constinacted

these innately possessed primitives. These assumptions follow from
premises 1 and 2 of Fodor’s argument, the premises | deny.

3 Initial response

My project concerns manifest concepts. To reiterate,ananifest ¢
cepts are those currently available to for thought, inference, and
guiding action. The developmental primitives | study are those we
can find evidence for in the baby’s or animal’s behavior. They must
be available to support inference and action in order to be diagnosed,
i.e., they must be manifest (currently available for thought). In what
follows | argue that concept manifestation is where the debates about
expressive power, conceptual continuity/discontinuity,cand indu
tionactuallplay out.

For any representational system we posit, we are committed
to there being answers to three questions. First, what is the for-
mat of the symbols in the system; second, what determines their
referents; and third, what is their computational role in thought.

A worked exampleTi®@OG@ the evolutionarily ancient system of
number representations in which the mental symbols are quantities
(rates of firing, or size of populations of neurons) that are linear or
logarithmic functions of the cardinal values of sets, which in turn
are input into numerical computations such as number comparison,
addition, subtraction, multiplication, division, ratio caculation
probability calculations, and others (see Dehaene 1997, for a book-
length treatment of this system of numerical representations). We
can only explore such systems with psychological methods that diag-
nose manifest representations. The pi@Ea@tinderstanding

the representational resources available as the child otsdult interac
with the world, how these arise and change over development. These
representations are the ones available for hypothesis testing, as inpu
into further learning, and to play a computational role in thought.
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And it is successive manifest conceptual systems one must analyze to
establish qualitative changes (i.e., conceptual discontinuities).

In what follows | flesh out these points, explicaii@Oi@w
attempts to answer Fodor’s challenges to cognitive science. The is-
sues include a characterization of the nature of learning (Fodor’s
first premise), the unjustified acceptance of the logicaiboonst
model as the only model of concept learning (Fodor's second prem-
ise), the misleading analogy of the totality of concepts ultimately at-
tainable as a hypothesis space, the characterization oklsow primitiv
arise (both in cases where this is easy and in cases where this is hard),
and the characterization of constraints of induction (artd constra
on learning more generally, in cases where learning does not involve
induction).

Let me begin with the premises in Fodor's argument that | deny.
| first comment on why these premises matter and | then show why
they are wrong.

4 Premise 2. Logical construction

The premise that all concepts must either be innate or buildable by
combination from innate primitives through innate logical com-
binatorial devices is widely adopted within cognitive science. For
example, the dominant theoretical project within the field of lexi-
cal development in the 1970s was to attempt to discover the lexi-
cal primitives in terms of which lexical items are defined, and to
study the intermediate hypotheses children entertain as they con-
struct new concepts from those primitives (see Carey 1982, for a
review and critique). That is, it was just assumed that definitional
primitives are innate. There | called this view ‘piece by piece con-
struction’; Margolis and Laurence (2011) call it ‘the building blocks
model’. Here, I will call it ‘the logical construction model’, in honor
of Premise 2. In contrast, | argue (CareyQO9&2hat compu
tational primitives need not be innate. They can be acquired through
learning processes that do not consist of logical construction from
innate primitives.

One central issue is atomism. If many of the primitives in adult
thought (e.g., the concepts expressed by words like ‘dog’ or ‘can-
cer’), cannot be defined in terms of innately manifest concepts, then
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they either must be innate primitives or it must be possible to learn
computational primitives through some mechanism that does not
consist of building new concepts by logical combination of anteced-
ently available ones, and is not exhausted by confirming a hypothesis
stated in terms of the to be acquired concept. | accept Fodor’s argu-
ments that most lexical concepts are definitional primitives.

Notice that the possibility one can learn new primitives matters
to the question of expressive power of the system. The expressive
power of a system of representations is a function of its atomic terms
and combinatorial apparatus. The logical connectives and operator
(sentential operators, modals, quantifiers) are not the-only primi
tives that matter to expressive powegrcHnnot be logically con-
structed from primitives, then acquiring the concepteases
expressive power of the system (see Weiskopf 2008). That is, non-
logical primitives figure into semantic/logical expresslive possib
ties as well as do logical ones. This is one reason that the question
of whether orlearnthe concepioc is so central to the debate
between Fodor and his critics.

5 Premise 1. All learning is hypothesis formulation and testing

To evaluate this proposition we must agree upon what hypothesis
testing is and what learning is. Bayesian models specify the essence
of hypothesis testing algorithms. Hypothesis testing requires a space
of antecedently manifest concepts, each associated with prior pro
abilities, and each specifying likelihood functions from any possible
evidence to the probability that it supports any given hypothesis.
Hypothesis testing then involves choosing among the alternative hy-
potheses on the basis of evidence. Fodor (1975, 2008) claims that all
learning mechanisms reduce to hypothesis testing, at least implic-
itly. | agree that any learning mechanism that revises representation
as evidence accumulates (e.g., associative mechanisms that updat
strengths of association, supervised learning algorithms such as con-
nectionist back propagation) do indeed do so. However, as Margo-
lis and Laurence (2011) point out in a reply to Fodor’s 2008 book
(LOTR a cursory examination of the variety of attested learning
mechanisms in the animal kingdom shows that the generalization
thatall learning mechanisms reduce to hypothesis confirmation is
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wildly off the mark. Rote learning (memorizing a phone number),
one-trial associational learning (e.g., the Garcia effeadnthe creat

of a food aversion as a result of becoming nauseous some fixed time
after having eaten a novel food, Garcia et al. 1955), and many other
types of learning do not involve choosing among multiple hypoth-
eses, confirming one of them, in the light of accumulating evidence.
And as we shall see, such mechanisms have roles to play in creating
new conceptual primitives.

Of course, the claim that these are learning mechanisms depends
upon what one takes learning to be. Learning mechanisms share a
few essential properties that allow us to recognize clear examples
when we encounter them. All learning results in representational
changes in response to representational inputs, where those inputs
can be seen (by the scientist) to provide evidence relevant to the
representational change. That is, learning is a computational pro-
cess, requiring representational inputs that can be cohasptualize
providing relevainformatioBometimes, as in the case of explicit
or implicit hypothesis testing, the organism itself evaluates the in
formation in the input with respect to its evidential status (as in all
forms of Bayesian learning mechanisms). But other times, the learn-
ing mechanism is a domain specific adaptation that responds to in-
formation by simply effecting a representational chaage®f rele
to the organism—an example being the learning mechanism that
underlies the Garcia effect mentioned above. No further evidence is
evaluated, so there is no hypothesis confirmation.

6 The relatively easy route to new representational primi-
tives: domain specific learning mechanisms

The problem of acquisition arises in the case of any representation,
conceptual or otherwise, that end up in the manifest repertoire of an

animal. The literatures of psychology and ethology have described
hundreds of domain-specific learning mechanisms that simply com-
pute new representations from input, having arisen in the course of
natural selection to do just that. Most of these representations are
not conceptual ones, but considering how they are acquired shows
that the learning mechanisms involved do not always involve hypoth-
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esis testing, thus providing counterexamples to Premise 1. They also
do not implement logical construction from primitives, and thus
provide counterexamples to Premise 2. Considering how they work
illuminates why it's a mistake to consider potential repgeaentatio
a space of existent representations, reayse mamarigilt
fromn a process of manifestation.

TOOE example of an evolved domain-specific learning mech-
anism is that which underlies Indigo bueimgsiyhich part
of the night sky indicates north. This matters crucially to Indigo
buntings, for they migrate over 3500 miles each spring (north) and
fall (south), and they navigate by the stars. Because the earth tilts
back and forth on its axis, what part of the night sky indicates north
changes radically on a 30,000 year cycle. Sometime not too far in the
future, the north star will be Vega, not Polaris. Thus, it is unlikely
that an innate representation of Polaris as the north star was cre-
ated by natural selection, and indeed, Steven Emlen (1975) discov-
ered the learning mechanism through which Indigo buntings create
the representation of north that will play such a crucial role in their
migratory life. The learning device that achieves this analyzes the
center of rotation of the night sky, and stores the configuration of
stars that can allow the bird to recognize the position of north from
a static sighting (as it has to do every time it starts to fly during its
migrations in the spring and the fall, and as it monitors its course).

This mechanism computes what it is designed to compute—
nothing more, nothing less. It creates an essential representation in
the computational machinery of Indigo buntings, the specification of
north in the night sky. Of course, there is a prepared computational
role for this representation, but the representation of north as speci-
fied by the stars must still be learned, and is an essential primitive
in the computational machinery underlying Bunting nawigation. Do
main specific learning mechanisms of this sort are often supported
by dedicated neural machinery that atrophies after its work is done,
leading to critical periods. This is such a case; if a bird is prevented
from seeing the night sky as a nestling, no amount of exposure to the
rotating night sky later in life allows the bird to identify north, and
the bird perishes.

This example is worth dwelling upon with respect to whether
representations that can be achieved should be thought of as part of
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an existing space of hypotheses, and whether the acquisition mecha-
nism involves hypothesis confirmation or logical combiration. Unti
the learning episode is completed, there is no manifest representa-
tion that specifies north in the night sky in the bird’s mind. However,
this learning mechanism can learn any of a very large number of star
configurations constellations that could indicate nortpathdeed

of the evidence that thike learning mechanism through which
indigo buntings establish Polaris as the north star are planetarium
experiments in which the night sky is made to rotate around an arbi-
trarily chosen part of the night sky while the birds ase Testling

birds then use the north star so specified to set their course when
it's time to migrate. Thus, there are a plethora of potential north
stars. And clearly, one can investigate limits on the system (e.g., if
stars were equally distributed throughout the sky, or if they were too
densely packed to be resolved, or if the patterns of stars showed large
scale repetitions, this couldn’t work.) It is only with an actual repre-
sentational/computational characterization of this leah@ng m

nism that the space of potential north stars the Bunting could aquire
representations of can be explored. Such is always the case.

What about hypothesis testing? | take the essential features of
hypothesis testing to be two: (1) the learning mechanism must en-
tertain alternatives, and (2) choice among them must be based on
evidence. The space of potential representations of north that can
be achieved by Buntingsisway a hypothesis space. In no way
does an Indigo Bunting’s acquiring a representation gfstorth con
of choosing among possibilities. Calling the possible specifications of
north a ‘hypothesis space’ is wildly misleading. There is no initial set
of possibilities, with associated priors, with likelihood functions as-
sociated with them. The animal never considers any possibility other
than the output of the learning mechanism, and the animal has no
way of testing whether the specification of north that is the output of
the learning mechanism is astusaityThe bird simply computes
it, and lives or dies by it.

This case is also worth dwelling upon with respect to the other
issues on the table. Not only does this case not involve hypothesis
formulation and testing, it also does not involve building a new rep-
resentation out of primitives by logical combination. And since there
is no induction involved, the issues of constraints on induction do not
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arise. Of course, all learning mechanisms must be highly constrained
to be effective, and characterizing real learning mechanisms allows
us to understand the constraints under which they operate. This is
a highly constrained learning mechanism; it considers only one kind
of information to create a representation that has only one computa-
tional role. It is of no use to the bird in helping the bird learn what

to eat, who to mate with, or where its nest is in a local environment.

Navigation is not a special case. There have been hundreds of such
domain specific learning mechanisms detailed in the literatures of
ethology and psychology, including the imprinting mechanisms that
allow infants (animals and humans) to identify conspecifics in gen-
eral and their caretakers in particular, mechanisms that allow ani-
mals to learn what food to eat (the Garcia effect just one of dozens
of domain specific learning mechanisms through which omnivores
like rats and humans achieve this feat), bird song learning, and so on
(see Gallistel et al. 1991, for a review of four such domain-specific
information-expectant learning mechanisms, and Galbstel 1990 f
a nuanced discussion of the nature of learning).

In sum, the animal literature provides many exampleg of learnin
mechanisms designed to form new computational primitives, learn-
ing mechanisms that implicate neither logical construction from
existing primitives (Premise 2), nor hypothesis testing and confir-
mation (Premise 1). One can (and one does) explore the space of
possible outputs of these mechanisms, for this is one way they can be
fully characterized and their existence empirically tested, but in no
way is there a space of representations laying in wait, existing ready
to be manifested, existing ready to be chosen among.

7 The relatively easy route to new conceptual primitives

The learning mechanism described above acquires a new primitive
representation, a representation that allows the animal to identify
north in the night sky, to guide navigation. One might argue itis n

a newconceptuapresentation. Its format is surely iconic, and its
computational role is both highly domain specific and sensori-motor.
There are, however, learning mechanisms that similarly respond to
inputs of certain types by simply creating new conceptual primitives,
primitives that enter into representations with propositional forma
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and participate in the full productivity of language and causal in-
ference. These domain specific concept learning mechanisms need
not involve hypothesis testing, and do not involve constructing new
concepts by logical combination. Take the Block (1986)/Macna-
mara (1986)/Margolis (1998) object-kind learning mechanism for
examplé.This learning mechanism is triggered by encountering a
novel object (as specified by core cognition of objects) With obvious
non-arbitrary structure. As Prasada et al. (2002) showed, there are
several cues to non-arbitrary structure: the object has complex yet
regular shape (e.g., symmetries, repetition), or there are multiple
objects that share a complex irregular shape, or the object has func-
tionally relevant parts, or the object recognizably falls under an al-
ready represented superordinate kind (e.g., kind of agent, kind of
animal, kind of artifact). Core cognition contains perceptual input
analyzers that are sensitive to cues to each of these properties of indi-
vidual objects. Encountering an individual with one or more of these
properties triggers establishing a new representativadhptimit
can be glossatmsAsia EVEIKINDASTHATOBJECTReference to the
kind is ensured by representation of the surface properties of the
individual or individuals that occasioned the new concept (and these
represented surface properties get enriched and evahas/erturne
bases of reference and categorization as more is learned about the
kind). The content of the new concept depends upon the referent,
the conceptual role provided by the basic level kind schema (psycho-
logical essentialisamd the conceptual roles provided by any super-
ordinate kind schemas that the individual is taken to fall under (e.g.,
AGENT ANIMAL ARTIFACT these in turn being constrained by their
roles in different systems of core cognition or constructed theories)
Consider encountering a kangaroo for the first time. Such an
encounter might lead to the formation of a kemwentcthat

3 These writers discuss this mechanmatues kin€larning mechanism
(e.g., kinds of animals or kinds of plants), but | believe theldsnmaohat-t
nism is object kind representations (as opposed to object projoeries, indiv
objects, or the events in which objects participate). Roughlyekiatioepres
are inductively deep, and kinds are construed in accordance vdihtthe constr
that constitute psychological essentialism in Strevenshg20@0jifact
kinds fall under the domain of this mechanism as well as do natural kinds (Kele-
men and Carey 2007).
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represents animals that are the same basic level kind as the newly
encountered one. No enumerative induction is needed; the concept
is what Strevens (2009) calls ‘introjected’ into one’s set of primi-
tives. This concept, falling under psychological essentialism (as it
is a kind concept), reflects the many constraints on kind concepts.
That is, the conceptual selexinD Asincludes assumptions that
something causes the non-random structure that triggered the for-
mation of the new concept, that these underlying caueds are shar
by all members of the kind (now, in the past, in the future), that
the surface properties that specify the individual thad doeasione

new concept may not hold for all members, possibly not even typical
members. Furthermore, the current guesses about the nature of the
relevant causal mechanisms relevant to the creation of members of
this kind, to determining their properties, and to tracinglnumeric
identity though time, are taken to be open to revision. That is, there
is no definition that determines membership in the kind; learners
treat everything they represent about the kind up for revision (in-
cluding, even that there IS a new kind—the individual we encoun-
tered might have been a mutant raccoon).

This mechanism creates new primitives, not definable in terms
of other manifest concepts, and thus increases the expressive power
of the conceptual system. The cengeptoois not definable
in terms of antecedently available primitives using the combinato-
rial machinery of logic. Before creating this concept, one could not
think thoughts about kangaroos, just as before analyzing the center
of rotation of the night sky and storing a represesmatiosoof
specified, an Indigo bunting could not set or guide a course of flight
toward or away from north. Of course the kind learning mechanism
ensures that creating new primitives for kinds is easy; one need only
encounter an individual that one takes to be an individual of a new
kind, and store a representation of what that individual looks like.
But this process involves neither induction nor hypothesis testing
among a huge space of antecedently available innate primitives. The
conceptaNGArROONAS Not laying in wait in a system of representa-
tions available for selection by a Bayesian hypothesis testing mecha-
nism, nor is it constructible by logical combination from anteced-
ently available primitives.

Rey (2014) discusses the Margolis kind learning module, claiming
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that it falls prey to Goodman’s grue problem, just as Quinian boot-
strapping does (see below). There are two answers to Rey’s questions
regarding constraints on induction in the Margolis kind learning
module. First, as detailed above, there need be no induction. But,
Rey asks, why are not kinds such as objects, animals, agents, Eastern
grey kangaroos, kangadiles (kangaroos until year 2040, thereafter
crocodiles), undetached kangaroo parts, or an infinitude of other
kinds, possible glossesmekinD AsTHAT oBJECTrather than the
kind kangaro@?y does the learner not form a concept of a par-
ticular individual (Oscar) instead of a kind?

Answering this question siisgyimportant part of the proj-
ect understanding conceptual development. In the case of dedicated
concept learning devices such as the object-kind learning device,
the empirical project is specifying the constraints under which the
system operates. That there is a dedicated kind concept acquisition
device is an empirical discovery, and, like all learning mechanisms
this one embodies strong constraints. It is a discovery that there is
basic level in kind concepts, and it is a discovery that basic level kinds
are privileged in kind concept learning (e.g., Rosch et al. 1976). It
is a discovery that kind representations embody conséaaints deri
from causal/functional analyses (see the work on psychological es-
sentialism and the psychology of a causalfexplanatory core to kind
concepts: e.g., Gelman 2003, Keil 1989, Ahn and Kim 2000, St-
revens 2000). And the existence and structure of systems of core
cognition (in which the coneeptsrandosiectTare embedded),
as well as innately supported systems of causal and functional analy-
sis, are empirical discoveries, as is the fact that these constrain kind
representations from early infancy (Carey 2009). Theds constrain
do not rule owveentertaining concepts for attended individuals.
After all, some concepts that are not basic level are themselves in-
nately manifest (eaggny and are drawn upon as important parts
of the constraints on the kind module. Reatiis, the content
of a superordinate kind that constrains a newly formed basic level
kind concept that falls under it. Others, such as subordinate and su-
perordinate kinds, as well as stage and phase sortats like
PASSENGERIre routinely manifested after basic level kind representa-
tions are formed (e.g., Hall and Waxman 1993). Still others are ob-
viously entertainable (after all, Goodman and Quine did so, and we
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all can join in). But these concepts simply are not the output of the
dedicated basic level kind learning device discussed above. Further-
more, the chilchralso form a concept of a particular individual,
even a newly encountered kangaroo. There is a dedicated learning
mechanism for concepts of individuals, as well as for bdsic level ki
(but that is another story, one that has also been told; e.g., Belanger
and Hall 2006)nceognitive science has discovered the constraints
under which actual learning devices operate, one can explore their
possible outputs. The constraints posited are empirical proposals,
falsifiable by demonstrations that they are easily violated. The e
pirical work strongly supports the existence of the basic level object
kind learning module.

The basic level kind learning module creates new primitive con-
cepts. Before a person has formed the iconmejator sHovEL
or concepts of any of infinitely many new kinds, he or she cannot
think thoughts about the entities that fall under those concepts. This
learning mechanism thus results in an increase in expressive power.
However, like the cases of the dedicated learning mechanisms dis-
cussed in the ethology literature (those that yield representations of
conspecifics, caretakers, the north star), there is an innhately speci
fied conceptual role for kind concepts, in this case given by the ab-
stract concepino oF osiecrand by the schemas of superordinate
kinds embedded in core cognition and constructed theeries that th
learner assigns the new concepts to. Such already existing schema
and conceptual roles are always part of the relatively easy route to
new primitives.

8 The dual factor theory of representations with innate
conceptual role

Dual factor theory applies straightforwardly to concepts in core cog-
nition AGENT oBJECT..), indeed any concept with innate conceptual

role and innate perceptual input analyzers that suppatibiadentific

of entities that fall under it. The innate perceptual input analyzers
explain how symbols are causally connected to the entities they rep-
resent, and the innate conceptual role specifies the narrow content
of the concept. In core cognition, and cases like the indigo bunting
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representations of the azimuth, the innate conceptuakrole is nev
overturned—the narrow content of the representation of the north
star that makes it a representation of nortistsienplyite of sen-
sori-motor computations supporting navigation it enters into.

The story for the Block/Macnamara/Margolis kind module is a
little less straightforward. In concepts created by the kind learning
device there are innate input analyzers that triggerstiiagestabli
of a kind representation (that identify objects with noalaccident
structure) and that support the identification of supeobrelinate s
ma provided by core cognikiom ¢F OBJECTKIND OF AGENT..).

These innate input analyzers are part of what providesithe wide co
tent of such concepts, as they trigger forming a representation of
an entity in the world that is part of the wide content of the newly
formed concept, as well as providing part of the causal connection
between this wide content and the newly formed mental symbol. But
there is no innate, un-overturnable, prepared conceptual role at the
level of specific kinds. Even the initial superordinate schema the kind
is subsumed under is revisable. However there is innate conceptual
role for object kinds in general (i.e., given by psychologieal essentia
ism), and this specifies what sort of concept is in play and constrains
its formal properties. This abstract conceptual role spetifies part o
the narrow content for kind concepts. As Block (1986) says, it deter-
mines the nature of the connection between symbols and the world,
after a symbol is taken to be a symbol for an object kind.

9 The relatively hard route to new conceptual primitives

Quinian Bootstrapping is a learning mechanism that also creates
new primitives, thus increasing the expressive power of the con-
ceptual system. It differs from those learning mechanisms described
above in that it did not arise through natural selection to acquire
representations of a particular sort. Rather, it is one of the learning
mechanisms that underlie the creation of representatt@sal resou
that are discontinuous with (in the sense of being quéfitatively di

ent from, being locally incommensurable with, the representations
of the same domain that were their input). It creates new conceptual
roles, rather than merely creating new primitives for which there
were prepared conceptual roles (as in the case in the easy route to
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new primitives, see above). But once created, these new conceptual
roles provide constraints on the concepts that will be learned, just as
in the relatively easy route to new conceptual primitives.

TOOGQakes a particular episode along the way to creating a rep-
resentation of integers as a central worked example of conceptual
discontinuity and of Quinian bootstrapping. | argue that this case in-
volves an increase in expressive power, in that before the bootstrap-
ping episode the child has no manifest concepts for natural num-
bers, and the process of construction of the first representations of
new primitive concepts, those of a subset of the natural numbers, is
not exhausted by defining them in terms of primitives antecedently
available. Again, let me be clear. The increase in expressive power at
stake here is an increase in the expressive power of manifest concepts
available to the child. Obviously the total computational machinery
available to the child has the capacity for this construction (what is
actual is possible); just as the computational machinery of the child
has the capacity to create representations of kangaroos in the easy
route to new primitives.

Expressive power is a semantic/logical issue. Examples of ques-
tions about expressive power relative to number representations in-
clude whether arithmetic can be expressed in the machinery of sen-
tential logic (provably no) and whether arithmetic can be expressed
in the machinery of quantificational logic plus the paintiple th
correspondence guarantees cardinal equivalence (provably yes, if
you accept Frege’s proof). But the exploration of expressive power
with such proofs is relevant to the question of how arithmetic arises
in developmemnyagainst empirically supported proposals for what
the innate numerically relevant primitives are, and what form in-
nate support for logic takes. If arithmetic can be derived from the
resources of logic alone (with no numerical primitives); this is rel
evant to the question of the origin of arithmetic in ordobenesis
if the relevant logical resources are innate, and in a form that would
support the relevant construction. If primitives with numerical con-
tent are needed as well (e.g., the principle that 1-1 correspondence
guarantees cardinal equivalence, or the oone@oksicces
soR, then one must account for how these arise in development.
TOO@rovides evidence that these numerical concepts are not part
of the child’s innate endowment, and that they arise only after the
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bootstrapping episode in which the numeral list representation of
number is constructed.

TOO@oes not consider the form innate support for logic takes,
and how logical resources arise in development. Indeed, | am acutely
aware of this lacuna, and of its relevance to our understanding of
numerical development. These questions have been the focus of re-
search in my lab for the past four years, and will be so for the next
decade at least. We do not yet have answers concerning the form
innate support for logic takes. My current guess is that innate logic is
largely implicit, embodied in computations, and that bootstrapping
is needed before children create the logical resources needed for the
mathematical construction of the integers from such primitives. Af-
ter all, these constructions did not arise in mathematics until after
2000 years of development of formal logic. However, as | say below,
my picture of the ontogenesis of concepts of integers would be fa
sified by the discovery of manifest representations with numerical
content in addition to the three systems for which we already have
empirical support.

Thus, | acknowledge that Fodor (2010), Leslie et al. (2007), Rey
(2014), Rips et al. (2008), and atbeld turn out toidge (not
that they provide a shred of evidence) that a full characterization
of the manifest initial state will reveal expressive power sufficie
to express arithmetic. If so, | would certainly back away from my
claims about this bootstrapping episode increasing expressive pow-
er, saying that my studies concern how arithmeticazapalijties
become manifest in ontogenesis. After all, the latter is actually my
concern. | am quite certain that children do not construct arithmetic
as Peano/Dedekind or Frege did, and | favor my bootstrapping story
about what children actually do. But, if numerical or logical primi-
tives are needed that themselves arise as a result of bootstrapping
processes, then my claims of increases in expressive power stand.

At any rate, the actual process through which representations of
integers arise is an existence proof of the possibility that bootstrap-
pingcanyield new primitives. The case study of the ontogenetic
origin of integer representations illustrates all three nsajor these
in TOOQhe existence of conceptually rich innate representations,
conceptual discontinuity, and Quinian bootstrapping.
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10 Core cognition of number (rich innate representational
resource300Chapter

Core cognition contains two systems of representation with numeri-
cal content: parallel individuation of small sets of entitieg in workin
memory models, and analog magnitude representations of number
Analog magnitude representations were briefly sketched in sectio
3 above. They are analog symbols of approximate cardinal values of
sets. One signature of this system of number representation is that
maghnitudes are compared to one another on the basis of their ratios,
and thus discriminability accords with Weber’s law (discriminabil-
ity is better the smaller the absolute value of the quantity) and ex-
hibits scalar variability (the standard deviation of multipée estima

of a given quantity is a linear function of the absolute value of that
guantity.) Analog magnitude representations of number have been
demonstrated in many animals (rats, pigeons, hon-human primates)
as well as in humans from neonates to adults.

Analog magnitude representations are the output of paradigmatic
perceptual input analyzers, but the analog magnitude symbols for
number that are produced are conceptual in the sense of having rich
central conceptual roles, including the many different arithmetical
computations they enter into, and the fact that they are bound to
(quantify over) many types of individuals (objects, events, auditory
individuals).

A second system of core cognition with numerical content, par-
allel individuation, consists of working memory represehtation
small sets of individuals (three or fewer). The symbols in this system
represent individuals (e.g., a set of 3 crackers is repregenrted
CRACKERCRACKER probably with iconic symbols for each cracker).
Unlike the analog magnitude number representation system, paral-
lel individuationiworking memory is not a dedicated number rep-
resentation system, nor are there any symbols that represent cardi-
nal values (or any other quantifiers) in these models; there are only
symbols for individuals. These models are used to compute total
volume and area of the individuals, and are input into spatial and

4 The evidence for central claif®@Calong with citations of relevant
literature, can be found in the chapters flagged throughout tlé current te
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causal representations. The numerical content in the system of paral-
lel individuation is entirely implicit; the symbols in the models stand
in 1-1 correspondence with individuals in the sets modeled. This is
ensured by computations sensitive to spatiotemporal cues to numeri-
cal identity. The system must determine whether a givén individua
is the same one or a different one from a previously viewed individual
to determine whether to add another symbol to the model. Further
implicit numerical content is embodied in some of the conceptual
roles these models enter into. More than one model can be enter-
tained at any given time, and models can be compared on the basis
of 1-1 correspondence to establish numerical order and equivalence.
Importantly, this system of representation implicitly repesents
There is no explicit symbol with the comgdntt the system up-

dates a model of a set of one when a numerically distinct individual
is added to it, yielding a model of a set of two (and ditto for sets of
two and three), and the system similarly updates a model if individu-
als are removed from it. There is a strict upper limit to the num-
ber of individuals that can be held in working memory at any given
time: 3 for infants. This set-size limit on performance contrasts with
the ratio limit on performance that characterizes analog magnitude
systems.

The parallel individuation system is perception-like in many
ways, especially if the symbols for individuals are indeed iconic, as
| suspect. Nonetheless the parallel individuation models themselv
are conceptual in that they are held in a working memory system
that requires attention and executive function, and enter into many
further computations in support of rich central inferential processes
(e.g., reasoning about the actions of agents upon objects, functional
analyses, causal analyses, as well as quantitative computations).

Systems of core cognition are not the only innate resources rel-
evant to conceptual develop@@@ssumes also early linguistic
resources, but makes no attempt to specify their exact nature (a topic
for another book). And, as commented above, the nature of logi-
cal resources available to infants and toddlers is virtuadly unstudi
Particularly relevant for number representations aredipiguistic
sentations that underlie the meanings of natural languesye quantifie
Number marking in language (quantifiers, determiners, singular/
plural morphology) requires representations of sets aisl individua
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and provides explicit linguistic symbols with numerical content ‘a,

all, some, most, many, feWl OOQ@eviews evidence that before

age 2 children have mastered some of the basic syntax and semantics
of natural language quantifiers, and that these lingurstsc structu
provide important early constraints on the meanings of verbal nu-
merals, via syntactic bootstrapping.

11 Conceptual discontini®@dCChapter 8)

There are two steps to establishing discontinuities in development
The first, most important, step is characterizing the nature and con-
tent of symbols in successive systems of representation: Conceptual
Systems 1 and 2 (CS1 and CS2). These characterizations allow us to
take the second step: namely, to state precisely how CS2 is qualita-
tively different from CS1. With respect to numerical content, there
are three CS1s: analog magnitude representations, pduallel indivi
ation, and natural language quantification.

The substantive claimBO@@re that these three systems of
representation exist, have been characterized correctly, and are the
onlyrepresentational systems with numerical content manifest in in-
fancy and the toddler y§@Q Cfscture of number development
would be falsified if evidence were to be forthcoming for innate nu-
merical representations in addition to those described above, or dif-
ferent from them. Indeed, one aim of my current work on the logical
resources of infants and toddlers is to search for such evidence.

CS2, the first explicit representational system that represents
even a finite subset of the positive integers, is the verbal numeral
list embedded in a count routine. Deployed in accordance with the
counting principles articulated by Gelman and Gallistel (1978), the
verbal numerals implicitly implement the successor funstion, at lea
with respect to the child’s finite count list. For any numeral that
represents cardinal value n, the next numeral in the list represents
n+1.

CS2 is qualitatively different from each of the CS1s because none
of the CS1s has the capacity to represent any integers. The new prim-
itives are the concepts 1, 2, 3, 4, 3hé,cbncepts that underlie
the meanings of verbal numerals. Parallel individuation includes no
summary symbols for number at all, and has an upper limit of 3 or
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4 on the size of sets it represents. The set-based quantificational ma-
chinery of natural language includes summary symbols for quantity
(e.g., ‘'some, all’) and importantly contains a symbol with content
that overlaps considerably with that of ‘one’ (hamely, the singular
determiner, ‘a’), but the singular determiner is not embedded within

a system of arithmetical computations. Also, natural language set
based quantification has an upper limit on the set sizes that are quan-
tified with respect to exact cardinal valuesi4i,ealong with,
sINGULARANGbuAL). Analog magnitude representations include sum-
mary symbols for quantity that are embedded within a system of
arithmetical computations, but they represent only appreximate car
dinal values, and their format is analog. There is no representation of
exactly 1, and therefore no representation of + 1. Analog magnitude
representations cannot even resolve the distinction between 10 and
11 (or any two successive integers beyond its discrimination capac-
ity), and so cannot express the successor function. Thus, none of the
CSl1s can represent 10, let alone 342,689,455.

As required by CS2’s being qualitatively different from each of
the CS1s that contain symbols with numerical content, it is indeed
difficult to learn. American middle-class children learn to recite
the count list and to carry out the count routine in response to the
probe ‘how many’, shortly after their second birthday. They do not
learn how counting represents number for another 1 ¥ or 2 years.
Young two-year-olds first assign a cardinal meaning to @ne’, treatin
other numerals as equivalent plural markers that contrast in meaning
with ‘one’. Some 7 to 9 months later they assign cardinal meaning
to ‘two’, but still take all other numerals to mean essentially ‘some’,
contrasting only with ‘one’ and ‘two’. They then work out the car-
dinal meaning of ‘three’ and then of ‘four’. This protracted period
of development is called the ‘subset’-knower stage, for children have
worked out cardinal meanings for only a subset of the numerals in
their count list.

Many different tasks, which make totally different information
processing demands on the child, confirm that subset-knowers differ
qualitatively from children who have worked out how counting rep-
resents number. Subset-knowers cannot create sets ogdizes specifi
by their unknown numerals, cannot estimate the cardinal values of
sets outside their known numeral range, do not know what set-size



Why Theories of Concepts Should Not Ignore the Prob&In of Acquisition

is reached if 1 individual is added to a set labeled with a numeral out-
side their known numeral range, and so on. Children who succeed
on one of these tasks succeed on all of them. Furthermore, a child
diagnosed as a ‘one’-knower on one task is also a ‘one’-knower on all
of the others, ditto for ‘two-knowers, ‘three’-knowers and ‘four’-
knowers. The patterns of judgments across all of these tasks suggest
that parallel individuation and the set-based quantifiaaidn of nat
language underlie the numerical meanings subset-knogters constru
for numeral words.

Also consistent with the claim of discontinuity, studies of non-
verbal number representations in populations of humans who live
in cultures with no count list (e.g., the Piraha: Gordon 2004; Frank
et al. 2008; the Munduruku: Pica et al. 2004), and populations of
humans in numerate cultures with no access to a count list (e.g.,
homesigners, Spaepen et al. 2011) show no evidence of any number
representations other than the three CS1s.

In sum, the construction of the numeral list representation is a
paradigm example of developmental discontinuity. How CS2 tran-
scends CSL1 is precisely characterized, and consistent with this analy
sis, CS2 is difficult to learn and not universal among humans.

12 Greater expressive power?

The above analysis makes precise the senses in which the verbal nu-
meral list (CS2) is qualitatively different from those manifest repre-
sentations with numerical content that precede it: it has a totally dif-
ferent format (verbal numerals embedded in a count routine), none
of the CS1s with numerical content can express, even implicitly, an
exact cardinal value over 4. But is the argument that the concepts for
specific integers are pemitiveandefinable in terms of preexist-

ing concepts using the combinatorial resources availalde to the ¢
actually correct? This argument, if correct, establishes#te claim t
acquiring the verbal count list representation of integess increas
expressive power. As | comm&QQ@gthis is on its face an odd
conclusion. Integers are definable, after all, in terms of many differ
ent possible sets of primitives (argl, the successor function, or

the principle that 1-1 correspondence guarantees numerical equiva
lence plus the resources of quantificational logic).
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At issue is whether logical combination underlies the transition
from CSL1 (core cognition of number) to CS2 (representations of ver-
bal numerals that implicitly express the successor funcion). This i
only possible if the capacity to represent integers is innate (e.g., if
there is an innate representatienasicsuccessdror if integers
are definable, by logical constructiom&mifeistnate primitives
usingnanifekdgical processes of conceptual combination. Whether
acquiring integer representations increases expressiyaypower si
is this question. Without a full characterization of the manifest com
binatorial (logical) apparatus available to the child at the time the in-
tegers are constructed one cannot definitively answer the question of
whether the chidduld in princgmestruct integer representations
from innate resources, quite apart from the question of whether this
is how the chittbearrive at integer representations. But one can
explore how the child actdakgo so, and, in the remaining pages
of this paper, | explain why | believe the praxtess f logical
construction.

It's true that humans must ultimately be able to formulate con-
cepts of integers using the explicit machinery of logic, enriched by
whatever numerical concepts are necessary as well (what is actual is
possible). But it is only after very long historical, and ontogenetic,
developmental processes that the construction of integers in terms
of logic or Peano’s axioms is made. We simply do not know whether
part of this process involved bootstrapping new logical representa-
tions as well as new numerical primitives.

13 A logical construction of the cardinal principle

Piantadosi et al. (2012) demonstrated that children could, in prin-
ciple, construct a count list representation of the integers (at leas
up to ‘ten’) by conceptual combination alone, given the full general
resources of logic (in the form of logical and set operations—if/
then, set difference, plus lambda calculus, including the capacity for
recursion), knowledge of the structure of the count list (its order),
and four numerical primitives: the concepESONDOUBLETON
TRIPLETONANJQUADRUPLETONI.€., already manifest conceffs of

2, 3, and 4Riantadosi et al. appeal to the literature on learning to
count in support of the claim that these numerical concepts and a
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representation of the count list are manifest at the time of the induc-
tion of the counting principles, but they merely assume—without
evidence—that full general resources of lambda calculus and log-
ic are available for the generation of hypotheses about what ‘one’,
‘two’, ‘three’, ‘four’, ‘five...through ‘ten’ mean. They assume that
children learn the meanings of the words ‘one’ through ‘ten’ from
hearing words in cardinal contexts, through Bayesian enumerative
induction. Thus, their model satisfies Fodor’'s premises 1 and 2.

The model receives input in the form of sets with 1 to 10 items
paired with the appropriate verbal numeral. It learns a function, in
the language of lambda calculus, that allows it to answer the ques
tion ‘how many individuals?’ with the correct numeral. ehe mode
input reflects the relative frequency of verbal numerals in parental
speech to children (i.e., ‘one’ is vastly more frequent than ‘two’,
and so on.) Learning is constrained by limiting the combinatorial
primitives that articulate hypotheses to be evaluated to those de-
tailed above, by a preference for simpler hypotheses (i.e., shorter ex-
pressions in lambda calculus), and by a parameter that assigns a cost
for recursion. After considering over 11,000 (!) different hypoth-
eses composed from these primitives, the model learns to assign the
words ‘one’ through ‘four’ to the consepiETONDOUBLETON
TRIPLETONaNdQUADRUPLETONAN also (independently) learns a re-
cursive cardinal principle knower function that assignahe nume
‘one’ through ‘ten’ to sets of one through ten individuals. The recur-
sive function tests whether the set in question (S) is a singleton, and
if so, answers ‘one’. If not, it removes an element from S, and com-
putes ‘next’ in the count list. It then applies the same singleton probe
on the resultant set. If the answer is now yes, it outputs the numeral
achieved by the ‘next’ function (i.e., ‘two’) If not, it recursively re-
peats this step, stepping up through the count list and down through
the set until a singleton results from the set difference operation.

The model matches, qualitatively, several details of children’s
learning to count: children go through ‘one’-, ‘two’-, ‘three’- and
‘four’- knower stages, in that order, and depending upon the cost
assigned to recursion, learn the CP-knower function after becom-
ing ‘three’-knowers or ‘four-knowers. Before the model learns the
recursive CP-function, it has no way of knowing what numeral to
apply to sets greater than 4, and in this sense Piantadosi et al. claim
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a discontinuity in the model’s knowledge of number word meanings.
Thus, they claim for this model that it puts bootstrapping on a firm
computational basis, as well as focusing on the logical resources ac-
tually needed for bootstrapping to succeed.

Piantadosi et al. assert that combination is the source of novelty.
Therefore, in the current discourse, they are denying a genuine dis-
continuity. There is no change in expressive power—the manifest
primitives (both numerical and logical) clearly can, in combination,
express the cardinal meanings of ‘one’ through ‘ten’. | will show
why this model does not implement Quinian bootstrapping after
I've discussed Quinian bootstrapping (see Rips, Asmuth and Bloom-
field 2013, for an illuminating discussion). Here | simply want to
acknowledge that, of course, depending upon the manifest concepts
(both numerical and logical) actually available to the rehild, it ce
tainly could be possible to learn the meanings of verbal numerals
by constructing them from antecedently available concepts through
logical combination.

The question that concerns me is how representations of integers
actuallgrise in development. In what follows, | sketch a very differ-
ent picture, one that does not rely on conceptual combination alone,
and provide reasons to believe that this is the correct picture. My
goal is to provide reasons to doubt that hypothesis formation by logi-
cal combination from primitives antieurce of new concepts.

14 Quinian bootstrapping

In Quinian bootstrapping episodes, mental symbols are established
that correspond to newly coined or newly learned explicit symbols.
The latter are initially placeholders, getting whatevgrtheganin
have from their interrelations with other explicit symbolg As is tru
of all word learning, newly learned symbols must necessarily be ini-
tially interpreted in terms of concepts already available. But at the
onset of a bootstrapping episode, these interpretations are only par-
tial—the learner does not yet have any manifest concepts in terms of
which he or she can formulate the concepts the symbols will come
to express.

The bootstrapping process involves aligning the placeholder
structure with the structure of existent systems of concepts that are
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manifest in similar contexts. Both structures provide ¢onstraints
some only implicit and instantiated in the computations defined over
the representations. These constraints are respectsipsmuch

sible in the course of the modeling activities, which incjude analog
construction. When the bootstrapping is under metaconceptual con-
trol, as is the case when it is being carried out by adult scientists, the
analogical processes are explicit, and the fruitfulness of the analo-
gies are monitored, and other modeling processes are also deployed,
such as limiting case analyses, and thought experimeats. Inducti
inference is also often involved in bootstrapping, constrained by the
actual conceptual structures in the process of being aligned.

In the case of the construction of the numeral list representati
of the integers, the memorized count list is the placeholder struc-
ture. Its initial meaning is exhausted by the relations among the ex-
ternal symbols: they are stably ordered and applied to a set of indi-
viduals one at a time. ‘One, two, three, four...” initially has no more
meaning for the child than ‘a, b, c, d..., if ‘a, b, c, d...” were to be
recited while attending to individuals one at a time.

The details of the subset-knower period suggest that the resourc-
es of parallel individuation, enriched by the machineryf linguisti
set-based quantification, provide numerical meaningstfor the firs
few numerals, independently of their role in the memorized count
routine. Le Corre and | (2007) proposed that the meaning of the
word ‘one’ is represented by a mental model of a set of a single in-
dividual {i}, along with a procedure that determines that the word
‘one’ can be applied to any set that can be put in 1-1 correspondence
with this model. Similarly ‘two’ is mapped onto a long term memory
model of a set of two individuals {j k}, along with a procedure that
determines that the word ‘two’ can be applied to any set that can be
put in 1-1 correspondence with this model. And so on for ‘three’ and
‘four’. This proposal requires no mental machinery not shown to be
in the repertoire of infants—parallel individuation plus tye capaci
to compare models on the basis of 1-1 correspondence. But those
representations are enriched with the long-term memory models
that have the conceptual role of assigning ‘one’, ‘twohdhree’, a
‘four’, to sets during the subset-knower stage of acquiring meanings
for verbal numerals. We suggested that enriched parallel individu-
ation might also underlie the set-based quantificationgl machiner
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in early number marking, making possible the singular/plural dis-
tinction, and in languages that have them, dual and trial markers.
The work of the subset-knower period of numeral learning, which
extends in English-learners between ages 2:0 and 3:6 or so, is the
creation of the long term memory models and computations for ap-
plying them that constitute the meanings of the first numerals the
child assigns numerical meaning to.

Once these meanings are in place, and the child has independent-
ly memorized the placeholder count list and the counting routine,
the bootstrapping proceeds as follows: The child must register the
identity between the singular, dual, trial, and quadral markers and
the first four words in the count list. In the course of counting the
child notes (at least implicitly) the suspicious coincidence that the
numeral reached when counting a set of ‘three’ is also the word a
‘three’-knower takes to represent the cardinal value of that set. This
triggers trying to align these two independent structures. The criti-
cal analogy is between order on the list and order in a series of sets
related by an additional indivitligl analogy supports the induc-
tion that any two successive numerals in the child’s finite count list
will refer to sets such that the numeral farther in the list picks out a
set that is 1 greater than that earlier in the list.

In my earliest writings | characterized the induction made by
4-year-olds as yielding the first representations of irmegées. Le
clear, a80O0G, when the child has built the count list representa-
tion of the first 10 or so verbal numerals, the child does not yet have
general representation of integers. There are many further bootstrap
ping episodes along the way to a representation of integers, two of
which are discussebO®E&-about 6 months after becoming CP-
knowers, children construct a mapping between the count list and
analog magnitude representations, yielding a richer icgpresentat
of the meanings of verbal numerals (Chapter 9). Shortly thereafter,
children abstract an explicit comaeptr and explicitly induce
that there is no highest number (Hartnett and Gelman 1998). And
it is not until late in elementary school or even high school that chil-
dren construct a mathematical understanding of division that allows
them to reanalyze integers as subset of rational numbers (Chapter 9).
All of these developments are along the way to richer and richer rep-
resentations of integers. But without the construction of an integer



Why Theories of Concepts Should Not Ignore the Prob#m of Acquisition

list representation of a finite subset of integers, which provides chi
dren with new primitive concepts for specific integers beyond four
(e.g., ‘seven’ representing exsetn) as well as providing new

representations of ‘one’ through ‘four’ (in terms of their place in a
count list, rather than only in terms of enriched parallel individua-
tion) these further bootstrapping episodes never get off the ground.

This proposal illustrates all of the components of bootstrapping
processes: placeholder structures whose meaning is provided by
relations among external symbols, partial interpretations in terms
of available conceptual structures, modeling processes (in this ca
analogy), and an inductive leap.

The greater representational power of the numeral list than that
of any of the systems of core cognition from which it is built derives
in part from creating a new representational structure—a count
list—a new conceptual role—counting, andifgstiMuch of
the developmental process involves no hypothesis testing. Just as
when the child learns a new telephone number (memorizes an or-
dered list of digits) and learns to use it in a procedure (dial, press but-
tons) that results in a ring and connection to Daddy, here the child
learns an ordered list and procedure for applying it to individuals as
one touches them one at a time. This new structure comes to have
numerical meaning through the alignment of aspects oéits structur
with aspects of the structure of manifest number representations
These, in turn, have been built from set-based quantification (which
gives the child singular, dual, trial, and quadral markers, as well as
other quantifiers), and the numerical content of parallel individua
tion (which is largely embodied in the computations carried out over
sets represented in working memory models with one symbol for
each individual in the set). The alignment of the count list with thes
manifest meanings is mediated, in part, by the common labels (the
verbal numerals) in both structures. At the end of the bootstrapping
episode, the child has created symbols that express information that
previously existed only as constraints on computations. Numerical
content does not come from nowhere, but the process does not con-
sist ofG H A'§g\e@ by conceptual combination of primitives avail-
able to infants. ‘Seven'’ is genuinely a new primitive, the meaning of
which is provided in part by its conceptual role in a new conceptual
structure.
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With this characterization in hand, one can see why the Pianta-
dosi et al. (2012) model does not implement a Quinian bootstrapping
process. There are three theoretically important differences betwee
Quinian bootstrapping and a model that formulates hypotheses at
random by explicit conceptual combination from 15 primitives,
one numeral at a time, and then uses Bayesian induction to evalu-
ate them. First, although, like Piantadosi et al., | assume that chil-
dren have representations with the cowentonpouBLETON
TRIPLETONQUADRUPLETONDEfore the children induces the cardinal
principles, the numerical content of these representations is car-
ried by enriched parallel individuation, and is merely implicit until
the child constructs the relevant structures. On this proposal there
are no manifest summary discrete symbols for these concepts. The
first explicit symbols are ‘one’, ‘two’, ‘three’ and ‘four’ and their
meanings are not already existing pramtsivMEIHNDOUBLETON
TRIPLETONQUADRUPLETONSIMmIlarly, the representations that under-
lie the meaning of ‘seven’, after the cardinal principle ingluction, a
largely implicit in the procedures of the count routine, not explicitly
defined in a language of thought. Second, the meanings of numer-
als in the Piantadosi model are learned entirely independently from
each other. That is, children could, in principle, compose the recur-
sive definition of numerals first, without ever going threugh ‘one’

, ‘two’-, ‘three’-, and ‘four-knower stages. In Piantadosi’s model,
although the primitisecLeTonplays a role in the cardinal prin-

ciple function, knowing the meaning of ‘one’ (expressing the innate
primitivesingLETONplays no role in learning the meanings of other
numerals nor learning the cardinal principle underlying how count-
ing expresses number. In Quinian bootstrapping, the structure cre
ated by interrelations of the newly learned words, plus their partial
meanings from initial mappings to prelinguistic thought, play an es-
sential, constitutive role in the learning process. Thirdly, and relat
edly, the Quinian bootstrapping story takes seriously the question
on the source of constraints on the learning process. It empirically
motivates its claims of the exhaustive set of primitives with numeri-
cal content, (the three CS1s), and provides evidence for syntactic
bootstrapping as an account for how the child breaks into the mean-
ings of the first numerals. As Rips et al. (2013) point out in their
illuminating discussion of the Piantadosi model, this model does not
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provide an account for how the hypothesis space is conveniently lim-
ited to just the 15 numerically relevant primitives it randomly gener-
ates hypotheses from. The child has much other numerically relevant
knowledge at the time of the CP induction. If that knowledge were
included in the set of primitives, the hypothesis space created by ran-
dom combination from the primitives would explode beyond the al-
ready entirely unrealistic 11,000 hypotheses considerastiand reject
by the model. If numerically irrelevant primitives are included (how
does the child decide which primitives are relevant?), the problem
would quickly become entirely intractable.

In sum, Quinian bootstrapping is very different from the Pianta-
dosi logical combination model, but which model provides better in-
sight into how children actually learn how counting represents num-
ber? Two recent animal studies clarify the nature of bootstrapping,
allowing us to see that it does not involve hypothesis testing over a
huge space of existing concepts, nor does it involve logical combina-
tion of primitives. These studies also increase the plausibility that
young children have the computational resources to engage in Quin-
ian bootstrapping.

15 Animal models

In TOOCQ speculated that Quinian bootstrapping might well be a
uniquely human (depending upon external explicit symbols as it
does), and thus might provide part of the explanation for the unique-
ly human conceptual repertoire. Since then, two studies have con-
vinced me that other animals have the capacity for Quinian boot-
strapping.

15.1 Alex

The first study (Pepperberg and Carey 2012) drew on explicit nu-
merical representations created by Alex, an African grey parrot,
who had been trained by Irene Pepperberg for over 30 years. He
had a vocabulary of over 200 words, including object labels, color
words, relational terms such as ‘same’, and several other types of
labels. Alex had been taught to produce the words ‘three’ and ‘four’
in response to ‘how many x’s’ for sets of 3 and 4 respectively. During
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this initial training, Alex was also shown mixed sets efgbjects (

4 blue balls, 5 red balls, and 3 yellow balls), and asked, for example,
‘what color three,’ responding ‘yellow.” In other words, he was first
taught to produce and comprehend ‘three’ and ‘four’ as symbols for
cardinal values 3 and 4. After this training was in place, he was simi-
larly taught to produce and comprehend ‘two’ and ‘five’ as symbols
for cardinal values 2 and 5. And then ‘one’ and ‘six’ were added to
his repertoire.

We do not know what non-linguistic numerical representations
underlay these explicit numeral representations, because we do not
know the sensitivity of Alex’s analog magnitude representations or
the set size limit of his parallel individual system. Analag magnitud
representations themselves could have done so, or both parallel in-
dividuation and analog magnitudes could have been drawn upon. As
he is a non-linguistic creature, he doesn't have the resources of set-
based quantification that is part of the language acdessition dev
to draw upon. What the quantificational resources of non-linguisti
thought are has not been studied, but Alex clearly had the capacity to
selective attend to small sets and evaluate whether any given set had
a cardinal value of ‘one’ through ‘six.

After he had a firm understanding of the cardinal meanings of
‘one’ through ‘six’, Pepperberg taught him to label plastic tokens of
Arabic numerals ‘1, 2, 3, 4, 5" and ‘6’, with the words ‘one’ through
‘six’ respectively. Arabic numerals were never paired with sets of
individuals. The only connection between Arabic numerals and set
sizes was through the common verbal numeral (e.g., ‘two’ for ‘2" and
‘two’ for a set of 2 individuals.) He quickly learned to produce and
comprehend the verbal numeral labels for the Arabic numerals. Then
with no further training, Pepperberg posed him the following ques-
tion for each pair of Arabic numerals between ‘1’ and ‘6" ‘Which
color bigger?’ He was to choose, for example, between a blue ‘3’ and
a red ‘5, the plastic Arabic numeral tokens being the same size and
the correct answer being ‘red’. He succeeded at this task when first
presented it; it required no further training. Not only had he not
been given any positive evidence that ‘2’ refers to a cardinal value,
the only context in which he had answered questions about ‘bigger’
and ‘smaller’ previously was in with regards to physical size (i.e.,
‘which color bigger’ of two objects that differed in size).



Why Theories of Concepts Should Not Ignore the Prob#m of Acquisition

Please dwell on this finding. It must be that the common labels
(e.g., ‘two’) had allowed him to connect a representation of the Ar-
abic digits (e.g.,'2’) with the cardinal values (e.g., 2), and it must
be that the intrinsic order in his nonverbal representations of car
nal values allowed him to say which Arabic numeral was bigger or
smaller than which others. Although Alex had never been taught a
count list (and had been taught the cardinal meanings of numerals in
the order ‘threeffour’, ‘twoffive’ and finally ‘one/six’), by the tim
we began our study Alex could produce and comprehend the words
‘one’ through ‘six’ as labeling both cardinal values of sets and Arabic
digits, and could use the intrinsic order among set sizes to order his
verbal numerals.

We were thus in a position to teach Alex to label Arabic numer-
als ‘7’ and ‘8, ‘seven’ (pronounced by him ‘sih-none’ and ‘eight’
respectively). This training took about a year, and during it he had
no evidence that ‘7’ or ‘8" were numerals. He was then taught that
‘6’ is a smaller number than ‘7, which in turn is a smaller number
than ‘8, by posing the ‘which color number bigger/smaller’ task,
giving him feedback if he guessed wrong. This was the first evidence
he had that ‘7’ and ‘8’ are numerals, as are ‘1’ through ‘6. It took
only a few hours to train him to answer which color number bigger
or which color number smaller for each of the pairs: ‘6/7’, ‘6/8’
and ‘7/8". After he had reached criterion on this task he was probed
which color number bigger and smaller for each pair of numerals ‘1,
2,3, 4,5, 6 with respect to ‘7’ and ‘8, and succeeded at this task
with no further training. Thus, at this point he knew that ‘7’ and ‘8’
are verbal numerals, labeled ‘sih-none’ and ‘eight’ respectively, a
he knew that ‘8’ is a bigger number than ‘1’ through ‘7" and ‘7’ is a
bigger number than ‘1’ through ‘6’. Importantly, he had never been
given any information about which cardinal values ‘sih-none/7’ and
‘eight/8’ referred to.

The question of this study was whether he would make the (wild-
ly unwarranted) induction that ‘sih-none/7’ expressesalaedinal
7 and ‘eight/8" expresses cardinal value 8. He did. The very first
time he was asked to label a set of seven objects ‘how many treats?’
he answered ‘sih-none’ and the first time he was asked to label a set
of eight objects ‘how many treats?’ he said ‘sih-none’ and immedi-
ately self corrected to ‘eight’. Over a two week period he was asked
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to label sets of different sizes. These questions were probed by many
different experimenters, only a few questions a day, intermixed with
many other questions currently under study, concerning visual illu-
sions and many other things. He performed better than chance pro-
ducing both ‘sih-none’ and ‘eight’ (p < .01 in each case). He was also
given comprehension trials, (e.g., ‘what color seven’ and ‘what color
eight’, probed with 3 sets or either 6, 7, 8, 9, or 10 colored blocks),
and got 11 of 12 correct (p < .01). Thus, Alex had inferred the cardi-
nal meanings of ‘eight’ and ‘seven/sih-none’ from knowledge of the
cardinal meanings of ‘one’ through ‘six’ and from the fact that six is a
smaller number than seven and seven is a smaller number than eight.

The Piantadosi model could not possibly apply here. This learn-
ing episode did not involve hypothesis confirmation. Alex never
got any feedback as to whether his answers were correct. Nor was
he ever given the pairings between ‘seven (sih-none) and sets of 7
and ‘eight’ and sets of eight that constitute the data for the Pianta-
dosi model. Alerushave made an inductive inference based on
the meanings of numerals he already had constructed. Given that
his knowledge of the use of numerals was exhausted by just a few
procedures they entered into (answering questions about set size and
numerical order, labeling cardinal values of sets and labeling Arabic
numerals), and by the mappings he had already made between rep-
resentations of sets, verbal and Arabic numerals, his induction was
subject to strong constraints. He clearly had not searched through
a vast unconstrained hypothesis space specified by logical combina
tion of all 250 or so concepts he had that were lexicalized (or even a
larger set of conceptual primitives he may manifest). As mentioned,
this induction was wildly unwarranted; what he had been taught was
consistent with ‘7’ referring to any set size greater than ‘6’ and with
‘8’ referring to any set size greater than whatever ‘7’ refers to. But
in his 30 years of working with numerals, they had been introduced
as related by +1 (‘three’ vs. ‘four’, then ‘two’ and ‘five’, and then
‘one’ and ‘six’ added to his repertoire in turn). His induction was not
mathematically or logically warranted, but it was sensible, given his
actual experience with numerals. So too is the child’s.

Piantadosi et al. might reply that Alex may have made the leap
to CP knower, having engaged in the same conceptual combination
process as hypothesized by their model that children do, during the



Why Theories of Concepts Should Not Ignore the Prob&im of Acquisition

period of learning where he was taught ‘one’ through ‘six’. In that
case, the induction he made here was that ‘seven’ and ‘eight’ were
the next two numerals, in that order, in the relevant list after ‘six..
This is also not possible, because Alex lacked an essential set of prim-
itive functions for the Piantadosi model during this earlier period:
namely, he did not have a count list. He was never taught a list, per
se, nor never taught to count. Thus he could not form any gener-
alizations carried by the function Next applied to a count list. He
wasn't even taught the numerals in numerical order (remember he
learned first ‘three’ and ‘four’, then ‘two’ and ‘five’ and finally ‘one’

and ‘six). It's true he explicitly knew his numerals were ordered,

but that order had to be derived from the intrinsic order of cardinal
values that were expressed by numerals and could not have been part
of the source of the mapping between numerals and cardinal values.
That order was not carried by a count routine and a memorized or-
dered list. Further insight into the process of learning Alex was more
likely engaged in is provided by a recent study of rhesus macaques.

15.2 Rhesus macaques

Livingstone et al. (2009) taught four juvenile male rhesus macaques
(1 year old at beginning of training), to choose the larger of two dot
arrays, or to choose a symbol that came later in an arbitrary list.
The dot arrays varied between 1 and 21 dots, and the arbitrary list
of symbolswas ‘1, 2, 3,4,5,6,7,8,9 X,Y,W,C,H, U, T, F, K,
L, N, R. The monkeys were trained on the dot arrays and on the
symbol list on alternate days. Training in both cases involved giving
the monkey a choice between two stimuli (e.g., 2 dots and 7 dots, or
‘2" and ‘7’) on a touch screen. When the monkey touched one of the
arrays, he was rewarded with the number of pulses of juice or water
that corresponded to his choice. Thus he was always rewarded, but
got bigger rewards for picking the larger dot array or the symbol
later in the list. The monkeys learned to pick the stimulus that led
to the larger reward with both stimuli sets, and were extremely ac-
curate with both types of stimuli, making errors only for closely
adjacent values.

There were two extremely interesting results that emerged from
this study. First, with no training, the first time monkeys were given
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a choice between dot arrays and symbols (e.g., 4 dots and ‘7’), they
chose the stimulus that would lead to the larger reward. That is, they
had automatically integrated the two predictors of quantity of lig-
uid—dot arrays and discrete symbols ordered in a list). Clearly this
integration had to be mediated by the fact that the dot array and dis-
crete list tasks established a common context (same testing chamber,
same dependent measure of touching one of two stimuli on a screen),
and the outcomes predicted were from the same scale of quantities of
liquid. Still, they had integrated them. This is the structural align-
ment process drawn upon in bootstrapping.

Second, when making a choice between dot arrays, the noise in
choices among large sets (e.g., 19 vs. 21) was greater than that be-
tween smaller sets (e.g., 9 vs. 11 or 3 vs. 5). In fact, the choices
showed scalar variability, the marker of analog magnitude values (see
above). But errors in choosing values on the ordered list of discrete
symbols did not increase as the list got longer. Livingstone et al.
interpreted this difference as showing that the mapping from dot
arrays to liquid quantity showed scalar variability, whereas the map-
ping from the list to hedonic value was linear. A more likely inter-
pretation is that the mapping, during learning, reflectedgecognizin
the relevance of each type of order (order among set sizes in analog
maghnitude representations of number of dots, and linear order in
an arbitrary list) and inducing a rule that one should pick the stimu-
lus later in each ordering. It's analog magnitude representations of
dots that showed scalar variability, and the representations of th
linear order in the list that did not. It's true that some mapping be-
tween each ordering and quantity of liquid was constructed in the
process, because the two orderings were integrated. But if choosing
between predicted quantities of liquid underlay each choice, both
tasks should have shown scalar variability, since quantity of liquid
is represented with an analog magnitude value. | suggest that the
structure of an ordered list of symbols is a linear order, supported by
the discriminability of each symbol from each other, and this order
directly determined choice once the task was learned. This struc-
ture, after being constructed, was alignable with the intrinsic or-
der of representations of quantity of liquid, and then with the other
predictor of quantity of liquid (dot arrays). This is structurally the
same as the alignment between an ordered list and analog magnitude
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representations of number achieved some 6 months after children
have become cardinal principle knowers.

Livingstone’s rhesus macaques did not induce the cardinal mean-
ing of a new symbol from its place in a count list, but nonetheless
they exhibited several components of the extended boostrapping
process that supports children’s (and Alex’s) doing so. They did build
a representation of an ordered list (21 elements long!) and align it
with a representation that was itself intrinsically orderezl; Also, th
automatically aligned two different ordered represergdisons (th
the dot arrays) which were separately aligned to quantity of liquid.
Clearly, finding the structural correspondence between an ordered
list and increasing magnitude (whether that magnitude is a number
or a continuous variable like quantity of liquid) is a nafitaal comp
tion, at least for primates.

15.3 Conclusions concerning the nature of bootstrapping

As the historical examples discutE&&a@make clear, bootstrap-

ping episodes are often under metaconceptual controktthe scienti

is consciously engaged in exploring mappings between mathematical
structures and physical/biological/psychological ph8ubragna

the above examples make clear, metaconceptually explicit hypoth-
esis testing and modeling procedures are not necessary.

| now turn to the questions of whether the representations achiev-
able by bootstrapping should be thought of as part of a preexisting
hypothesis space, or otherwise as a process of formulating and con-
firming hypotheses in terms of concepts that are logical construc-
tions from primitives in a preexisting hypothesis space.

Prior to the bootstrapping processes, neither children, nor Alex,
nor rhesus macaques have any representations for exact cardinal val-
ues outside of the range of parallel individuation. A representation
of 341,468, or of 10, does not exist in some preexisting hypothesis
space ready to become manifest. Nor is a representation of 7 con-
structed by conceptual combination of innate primitives. Of course
the child and Alex and the rhesus macaques, must have the capac-
ity to represent linear order, and to construct a mapping between
different ordered representations, but this process does not involve
constructing definitions. Some of the learning processes involved in
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the extended episode of bootstrapping are certainly not hypothesis
testing (e.g., memorizing the ordered list of numerals), and some
are subpersonal (as Shea (2011) put it ‘not explainable by content’,
see also Strevens’ (2009) proposal that introjection involves subper-
sonal processes). That is, the connection of the ‘three’ in the count
list with the ‘three’ of enriched parallel individuation is most prob-
ably mediated simply by the shared label and associative machinery,
just as Alex’s aligning of his representations of verbal humerals, se
sizes, and Arabic numerals is based first on common labels, which
then supports ordering them according to the intrinsic grder amon
cardinal values within AM and parallel individuation systems of rep
resentations. Similarly, the rhesus’ aligning of an ord@ded list of
discrete symbols with set sizes from 1 to 21 depends upon shared as-
sociations with quantities of liquid. Such alignment processes are not
processes of logical combination (although logical combination is in
volved in building the placeholder structures). Also, Alex never got
any feedback regarding the pairing of ‘seven’ and ‘eight’ with cardi-
nal values, so no hypothesis confirmation or Bayesian enumerative
induction was involved. | conclude that Quinian bootstrapping yields
new primitives in this case, representations of integers embedded in
a count list, and is a learning mechanism that does not conform to
Premises 1 and 2 of Fodor’s argument.

16 Critiques of Quinian bootstrapping

Rey (2014), Fodor (2010), and Rips et al. (2013) deny Quinian
Bootstrapping is a learning mechanism that can increase expressive
power by creating new primitives not laying in wait. They deny that
Quinian bootstrapping actually creates new primitives. It may create
new concepts, but they are not primitives; they must be constructible
by logical combination from others. Specific versions of the
challenges include (1) analogy cannot create new representational
resources, as analogies require alignable structurely,a@jecedent

the induction the child makes requires an antecedent appreciation of
the successor function, and (3) the bootstrapping proposal fails to
confront Goodman’'s grue problem, the problem of constraints on
induction. As | hope is already clear, | believe all of these challenges
to be off the mark.
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With respect to the challenge that analogy requires already avalil
able representations to be aligned, | agree. The bootstrapping pro-
cess is an extended one. The new representational resource is not
created at the moment of the analogy and the induction alone. By
the time of the induction of the counting principles, the child has
indeed created the alignable structures needed for thedimited ind
tion he/she makes, just as Alex had. In the case of the child these
structures are, by hypothesis, the count list and representations of
the cardinal values of the numerals ‘one’ through ‘four’ supported by
enriched parallel individuation. The whole process begins with the
innate numerical resources (the CS1s described above), the enrich-
ment of parallel individuation during the subset-knowed stage, an
the creation of the meaningless placeholder structueeo@d cours
needs both structures to align them. My account of the bootstrap-
ping process specifies the origin of each structure and shows what
new arises from their alignment.

| also don't agree with the second critique, that to notice sets
of two differ from sets of three by a single individual, one must al-
ready represent the successor function. All one must be able to do
is subtract 2 individuals from 3 individuals, and 1 individuals from
2 individuals, computations that both parallel individuagien and an
log magnitude representations support. The successor function, in
contrast, generates an infinite series of cardinal valuéss whereas t
knowledge the child has is initially restricted to the relajons amo
sets of one, two, three and four (because of the set size limit on par-
allel individuation and the sensitivity of analog magrstute repre
tations being limited to 3:4 or 4:5 among young preschoolers). But
of course, without the capacity to subtract 2 individuatsofrom a se
3 individuals, and 1 individual from a set of two individuals, yielding
a single individual in each case, the child could not make the induc-
tion concerning how his or her short count list works. | do not deny
this knowledge must be in place for the induction; rather | present
evidenteat it is, includimgwt is (within the system of enriched
parallel individuation in the case of children’s learning to count),
andevidenteat precisely that induction separates subset-knowers
from cardinal principle-knowers. Again, one must consider the for
mat and computational roles of the actual representations involved.
The induction the child most probably makes is that when you add
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an individual to a set for which you would reach numeral N when
applying the count routine, if you count the resulting set, you will
reach the next word on the count list. This is not yet the successor
function, and certainly doesn’t presuppose the successor function.

Turning to the heart of Rey’'s and Rips et al.'s criticism: that |
failed to take on Goodman’s new riddle of induction. Rips et al.’s ex-
tended example of a possible induction consistent with the data chil-
dren have available at the time of inducing the counting principles is
modular arithmetic. They ask: why do children not hypothesize that
the counting sequence begins at 1 again after reaching some value
(e.g., 10, in a mod 10 system). That is, why do they not consider the
hypothesis that the list cycles, just as ‘Monday, Tuesday, Wednes-
day,...Sunday, Monday..." does. Rey asks why children do not take
‘two’ to be a proper name for a set, or any of a myriad other hypoth-
eses. There are, of course, an infinite number of hypotheses consis-
tent with any finite set of data. Human inductive inference is prof-
ligate; so too, apparently, is parrot inductive inference.gAccountin
for the constraints on induction is everybody’s problem. This paper
has been an extended response to that critique. One place both writ-
ers go wrong is closely related to the view of possessed concepts as
a vast hypothesis space, laying in wait to become manifest. If this
were right (think Piantadosi et al.), the issue of constraints on induc-
tion would indeed be trenchant. As | have repeatedly said, any actual
learning mechanism imposes constraints on what can be learned.
Thus, part of the project of exploring an actual learning mechanism
is studying what constraints are imposed by it, including constraints
on induction. Of course childoatearn a modular arithmetic (as
adults can), but once integrated with analog magnitude representa-
tions, their actual hypotheses about meanings of numerals are con-
strained by the structure of the analog magnitude system (which ex-
tends open-endedly toward higher values), and constraints that the
same words do not apply to discontinuous regions of it. Induction, in
this case, is constrained by the only three systems of representations
with numerical content (parallel individuation, analoglenagnitu
representations, and natural language quantificatiba) thanifes
time of learning.

One understands the constraints on the inductions made by
3-year-olds and by Alex by attending to the extremely limited
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contexts in which these inductions (and most inductionk) are actual
drawn (think Alex and the rhesus macaques, as opposed to the model
of Piantadosi et al., selecting among over 11,000 hypotheses consis-
tent with the data it has received, where that large hypothesis space
has been artificially constrained). The induction made during the
hypothesized bootstrapping episode is constrained by the structures
being aligned, and their very local conceptual roles. The scientific
work involved in understanding episodes of Quinian bootstrapping is
characterizing those structures, showing how they arise, and show-
ing what new is achieved by aligning them.

17 A dual factor theory of bootstrapped concepts

Section 8 argued that dual factor theory straightforwardly applies
to concepts that are easily acquired, for they are supported by in-
nate conceptual roles that are never overturned (partigly determ
ing narrow content), and by innate perceptual input analyzers that
guarantee a causal connection between entities in the world and the
symbols that refer to them (partially determining wide content).

Chapter 13 @il0OO@rgues that dual factor theory is also need-
ed to understand the nature of concepts that are the output of the
bootstrapping episodes that underlie the origin of concepts that are
hard to attain. Space does not permit a full discussion of this issue
here. Briefly, newly coined concepts are ultimately mapped to an-
tecedent ones that were supported by innate conceptual roles and
innate input analyzers, and they inherit their wide content from that
of those antecedent concepts. The placeholder structures in terms of
which new concepts are introduced consist of interrelations among
new concepts directly represented in an external language, not yet
mapped to any already existing concepts that play any role in thought
or refer to anything in the world. That is, thepliaeceptual
roles to provide their content. Bootstrapping proceeds by mapping
these newly coined symbols to related symbols that are already inter-
preted. This process is often mediated by shared labels, but requires
changes within the antecedently represented concepts, changes ef
fected by aligning the two structures though modeling processes
such as analogical mapping.

INTOOCChapter 13) | considered whether any of the conceptual
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roles that play such an important role in this process determine the
content of the final representations, given that they are all up for
revision (and indeed, are revised in every episode of bootstrapping).
The issue is that conceptual role has many roles to play in a full theo-
ry of concepts thainddspecify narrow content, such as underlying
inferences and being part of the sustaining mechaniseas$ that conn
concepts to their referents. The challenge to a dual factor theory is
specifying which aspects of conceptual role, if any,tactually de
mine content.

The proposal | mad&@O®@as that the conceptual role that
exhausts the meaning of the terms introduced in newly coined place-
holder structures, and that constrains the structural abgnment p
cess through which these terms come to have wide content, is part
of narrow content. But how can this be so, given that the relations
expressed in placeholder structures are not analytic, but rather fall
under the assumptions of psychological essentialism, and thus are
assumed to be (and are) up for revision? The solution, | suggested, is
to take seriously the relation between ancestor and descendant con-
cepts in cases of true conceptual change (as opposed to cases of belief
revision). Narrow content is that part of conceptual role that was
part of the initial placeholder structure, or the aspeetstwdiconc
role that led to changes at the level of individual concepts (different
ations, coalescences, changes in conceptual core) in tlse descendant
of that initial placeholder structure.

18 Conclusions

As has long been recognized, a theory of concepts must include an
account, at least in principle, of how it is possible that they are ac-
quired, both over historical time and in ontogenesis. This problem
has largely been ignored in the psychological literature on concepts
within cognitive psychology. | have argued here that taking this prob-
lem seriously constrains our understanding of what concepts are.
There are two broad routes to concept acquisition: the easy route
that underlies episodes of fast mapping and the hard route that un-
derlies conceptual discontinuities, and requires boofBb@pping
lesson that emerges from considering the two cases side by side is the
crucial contribution of conceptual role in determining oontent. |
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the easy cases, there are innate conceptual roles for the new concepts
to playNorTHIN the night sky has an innate role to play in Bunting
navigation; kind concepts are supported by an innate schema within
the constraints of psychological essentialism). The had cases diff
from these in that there is no innate conceptual role for the new
primitives, the new inferential role and the primitives that fill those
roles must be co-constructed. The bootstrapping process includes
constructing new placeholder structures whose symbols get mean-
ings entirely in terms of their interrelations with each other, and this
conceptual role then comes to have wide content through modeling
processes that connect it to antecedently available representation
It is not a hard sell for psychologists to consider that inferential role
must have a role to play in individuating concepts and specifying
their content. Considerations of acquisition show both how deeply
this is so, and provide suggestive evidence concerningshe questi

of which aspects of conceptual role might be content determining.

19 New directions

There is much work do be done, both on what | am calling the easy
cases of concept acquisition and on what | am calling the hard cas-
es. But here | want to draw attention to an urgent problem in this
discourse that is virtually unstudied—specifying what form innate
support for logic takes. We cannot evaluate Premise 2 of Fodor’s
argument without knowing this; we cannot know whether later de-
veloping concepts can be built from earlier available primitives by
straightforward conceptual combination without this. One of the
deepest issues in cognitive science is at stake. Many hold (e.g., Ber-
mudez 2007; Penn et al. 2008) that non-human animals do not have
a logic-like language of thought formulated over langpeste-like re
sentations of propositions, and many have suggested that these arise
in development only upon learning natural language. Others (e.g.,
Braine and O’Brien 1998; Crain and Khlentzos 2010; Fodor 1975)
hold that it is obvious that non-human animals have such represen-
tational capacities, and that babies could not learn language withou
it. Actually, it is not obvious one way or the other. It is possible that
the capacity for logic-like conceptual combination may be part of the
evolved capacity for human language and that it emerges in ontogen-
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esis only in the course of language acquisition. More madically, it i
possible that logical content is initially embodied only in computa-
tions defined on explicit representations, like the numerical conte
of parallel individuation, and that bootstrapping is needed to yield
meanings of language-like symbols for logical connectives.
TOOGpeculated that the format of representation of all core cog-
nition systems is iconic, and provided evidence for this in the case
of core cognition of number (both AM and PI representations). But
systems of core cognition do not exhaust the innate redresentationa
repertoire. At the very least there are perceptual representations a
well, andgerhabstract representations of relationsa(esg.,
sAaMi. It is less plausible that the format of these latter types of repre-
sentations is iconic. Furthermore, it is completely unstudied wheth
er infants have mental representations in their language of thought
with the content of logical connectives, sugl®rnoT, but
if there are, it is certain that their format of representation is not
iconicThere is simply no research on logical symbols and reasoning
schema in infancy using the productive methods of modern studies
of infant cognition. There should be.
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Harvard University
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Abstract

This paper defends the thesis that counterfactuals are strict condi-
tionals. Its purpose is to show that there is a coherent view according
to which counterfactuals are strict conditionals whose antecedent is
stated elliptically. Section 1 introduces the view. Section 2 outlines a
reply to the main argument against the thesis that counterfactuals are
strict conditionals. Section 3 compares the view with a proposal due
to Aqvist, which may be regarded as its direct predecessor. Section 4
explains how the view differs from contextualist strict conditional ac-
counts of counterfactuals. Finally, section 5 addresses tie thorny iss
of disjunctive antecedents.

Keywords
Counterfactuals, strict conditionals, modal logic, caahtatfact
cies, disjunctive antecedents.

1 Ellipticism

The line of thought that will be articulated in this paper rests on
three basic assumptions. The first expresses a widely accepted idea
about the meaning of counterfactuals. A counterfactuakis a sentenc
‘If it were the case thdhen it would be the casajtivatere

and( figure as the antecedent and the consequent. For example,
the following sentence is a counterfactual:

(1) If kangaroos had no tails, they would topple over.

Its canonical formulation is ‘If it were the case that kangaroos have
no tails, then it would be the case that they topple over’, where ‘Kan-
garoos have no tails’ is the antecedent and ‘They topple over’ is the
consequent. The widely accepted idea is that the meaning of a coun-
terfactual can be stated in terms of a quantification over possible
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worlds restricted by a relation of similarity. As Lewis puts it,

‘If kangaroos had no tails, they would topple over’ seems to me to
mean something like this: in any possible state of affairs in which kan-
garoos have no tails, and which resembles our actual state of affairs as
much as kangaroos having no tails permits it to, the kangaroos topple
over

More generally, fworld’ stands for a world in wigiah true,

and ‘the actual world’ is used non-rigidly as an indexical expression
that singles out the world of evaluation, the meaning of ‘If it were the
case thatthen it would be the casejthaty be stated as follows:

(M) In ang-world which is relevantly similar to the actuaj world,

The class of relevantly similar worlds may be characterized in differ-
ent ways. One option, suggested by Stalnaker, it to say that there is
a uniqup-world most similar to the actual world. Another option,
suggested by Lewis, is to say that there igpa@édsofmost

similar to the actual world. A third option, which will be adopted
here, is to say that there is gpseodds sufficiently similar to the

actual world. The difference between ‘most similar’ andysufficient!
similar’ turns out clear in the case inpvlsdhue in the actual

world. For in that case there is only one world most similar to the ac-
tual world, namely the actual world itself, while there may be more
than one world sufficiently similar to the actual world. Anyway, this
difference is not essential for the present purposes. What will be as-
sumed is simply that, on any sensible view of counterfactuals, (M)
provides a correct analysis of their Meaning.

The second assumption is that counterfactuals are eontext sensi
tive, in that they have different truth conditions in different con-
texts. Suppose that the following sentences are used to describe an
imaginary situation in which Caesar is in command in Korea:

(2) If Caesar had been in command, he would have used the atom
bomb.

!Lewis 1973: 1. The idea goes back at least to Leibniz 1985: 146-147.

2 The difference considered can be framed in terms of the principles called
Centering and Weak Centering, as explained in Arlo-Costa 230, sectio
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(3) If Caesar had been in command, he would have used catapults.

There is a sense in which (2) is true but (3) is false, and there is a
sense in which (3) is true but (2) is false: in the first case one has
in mind a modernized Caesar, while in the second one has in mind
an unmodernized Caesar. This difference is plausibly described in
terms of context sensitivity. In one context, we may attach more im-
portance to similarities and differences of one kind, so that (2) turns
out true, while in another context we may attach more importance
to similarities and differences of another kind, so that (2) turns out
false. The same goes for (3). More generally, a context can be defined
as a set of parameters that includesvean@ddselection function
f from sentence-world pairs to sets of worlds. For everygsentence *
f(p W is a set pfworlds sufficiently similaytehich means that
f determines both the weights with which similarities in particular
respects contribute to overall similarity between worlds and what
gualifies as a sufficient level of overall similarity. Assuming that th
meaning of a counterfactual is given by (M), different contexts may
provide different interpretations of the expression ‘rateNantly s
to the actual world’ which occurs in (M). This is to say that different
contexts may determine different class of relevantly similar worlds.
The third assumption concerns logical form. To say that counter-
factuals are strict conditionals is to say that they ssettdrgence
form ( ). In the standard semantics of modal {(ogic,)
is true in a wonif and only if  is true in every world acces-
sible frorw that is, in every world that satisfies the restriction asso-
ciated with the sort of necessity tisahtended to capture. What
will be assumed here is that logical form is a matter of truth condi-
tions: to say that a formula expresses the logical form of a sentence is
to say that the formula provides a representation of the truth condi-
tions of the sentence that can be employed in a formal explanation of
its logical properties. The implications of this assumption turn ou
clear if one thinks that, given the second assumption, a principled
distinction can be drawn between the meaning of a counterfactual
and its truth conditions. While the meaning of a counterfactual is
constant, its truth conditions may vary depending on context. So, if
the formal representation of the counterfactual depends on its truth
conditions, it must be sensitive to such variation. In other words, the
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primary sense in which a formula can be said to express the logical
form of a counterfactual is that in which it represents the counterfac-
tual as it is understood in a given context. Obviously, this assump-
tion is not very orthodox. Most philosophers would be inclined to
say that a counterfactual has a fixed logical form wiahed deter

by its syntactic structure or by its meaning. But the issue of what is
logical form cannot be addressed here. In what follows yt will simpl
be taken for granted that the idea that logical form is a matter of
truth conditions is interesting enough to deserve consideration.

Given these three assumptions, the thesis that counterfactuals are
strict conditionals may be phrased as follows: for every counterfac-
tual ‘If it were the case phtien it would be the casedjthatd
every context there is a formula of the f¢rm) which
represents the truth conditions of the counterfactual as understood
in ¢ More precisely, the view that will be considered entails that
counterfactuals are strict conditionals whose antecedent is stated e
liptically. On this view, which may be ebijdidisnif it were
the case thatthen it would be the caseqthed uttered g is
properly phrased as ‘Necessgdpdfthings are relevantly like in
the actual world, thggrwhere the content of ‘things are relevantly
like in the actual world’ is determinedTinerefore, its logical
formis ( ), where stands fop and things are relevantly
like in the actual world’ as underste@hih stands fog.‘In
other words, delimitates the set of worlds that the selection func-
tion ofcassigns paelative to the worldcoSo the counterfactual
can be represented as a strict conditional whose antecedent has two
parts: one is expligit, the other is implicit, ‘things are relevantly
like in the actual world'.

According to ellipticism, the fact that a counterfactual may have
different truth conditions in different contexts is represatable a
formal level. Consider (2), and suppasantbadre two contexts
which differ in the way explained above. (2) is properly phrased as
‘Necessarily, if Caesar is in command and things are relevantly like
in the actual world, then he uses the atom bomb’, where ‘things are
relevantly like in the actual world’ has different cordets in
Therefore, distinct formulas may be assigned to (2)aaladive to
c. Thatis, if (2) is representdd as  relative tg then it may
be represented @s ) relative t@: stands for ‘things are
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relevantly like in the actual world’ as understadnlén stands
for ‘things are relevantly like in the actual world’ as understood in
This is consistent with a general principle about formalization that is
usually taken for granted, namely, that sentences with different trut
conditions must be represented by distinct formulas, that is, formu-
las that can have different truth values in the same model.

One way to see how the principle applies is to think about the
difference between a counterfactual ‘If it were thepctmmntiat
would be the case thahd an overt strict conditional ‘Necessarily,
if ptherg. Consider the following sentence:

(4) Necessarily, if kangaroos have no tails, then they topple over.

(1) and (4) have different truth conditions. For (4) means that kan-
garoos topple over in any possible world in which they have no tails.
So if (1) and (4) were represented by the same formula, the differ-
ence between them would not be captured at the formal level. A
straightforward way to draw the distinction is to assign different
formulas to (1) and (4), thaf is,) and( ) ,where

stands for ‘Kangaroos have no tails and things are relevantly like in
the actual world’ andtands simply for ‘Kangaroos have no tails’.
This method of formalization implies that counterfactuals are covert
strict conditionals. They differ from overt strict conditiosals, wh
antecedent is stated explicitly.

Note that, since counterfactuals and overt strict conditionals ar
represented by the same kind of formula, there is a clear sense in
which they have the same logical form. The thesis that counterfactu-
als are strict conditionals, as understood here, is not intended to pro-
vide an analysis of the meaning of counterfactuals ingams of

. Counterfactuals exhibit distinctive semantic feaimadsetha
them differ from other conditionals, and presumably there is no for-
mula in the language of modal Idgic— or any other—such
that having a logical form expressed by that formula is both neces-
sary and sufficient for having those features. Nonetheless, it may be
claimed that counterfactuals are sentences of( the fornn
virtue of those features.

Ellipticism is essentially a view about the logical form of counter
factuals. Its main point concerns the formal representation of coun-
terfactuals, rather than the analysis of their meaning. To illustrate
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this feature of ellipticism, consider the Stalnaker-Lethet view

is, the shared fragment of the theories of counterfactuals defended
by Stalnaker and Lewis. Ellipticism and the Stalnaker-Lewis view
converge at the conceptual level, as they both rest on the idea that
the meaning of a counterfactual is expressed by (M). More precise-
ly, in both cases a counterfactual ‘If it were the gabkerthat

would be the case thatin be evaluated as true or false relative

to a context defined in the way considered, provided that the selec-
tion function is appropriately specified. The key difference between
the two views concerns the formal representation of counterfactuals
Stalnaker and Lewis think that a special symbol, say >, should be
employed to capture the meaning of ‘If it were the case that..., then
it would be the case that..., hence that a special formal system that
encompasses that symbol must be tailored to counterfactuals. Ac-
cording to ellipticism, instead, no logical adjustment of that kind is
required. The only symbols neededaan@ , with their familar
semantics.

2 Counterfactual fallacies

The main argument provided so far against the thesis that counter-
factuals are strict conditionals is due to Stalnaker and Lewis. Accord-
ing to Stalnaker and Lewis, the thesis may appear tenable if one looks
at a single counterfactual, but it proves inadequate if one reflects on
sets of counterfactuals and the logical relations they involve. For at
least three basic inference rules that hold for strictlsafalitiona

not hold for counterfactuals, that is, there are at least three distinc-
tive “counterfactual fallacies”. The first is the fthewcgtbéning

the anteced€wonsider the following argument:

Al (5) If Otto had come, it would have been a lively party.
(6) If Otto and Anna had come, it would have been a lively party.

Imagine that Otto is a very cheerful person, but that he just broke up

% In this respect, ellipticism differs from any attempt to definetaeunterfa
als in terms of some characteristic modal operator analsgohsat®Burks
1951.
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with Anna after six months of endless rows. In such a situation (5)
may be true even though (6) is false. In other words, (5) is consistent
with

(7) If Otto and Anna had come, it would have been a dreary party.
Therefore, Al is invalid. But the following argument form is valid:

S1( )
« )

For if istrue in all accessibd®rldsa fortiort will be true in all
accessibleworlds in whichis true. So Al cannot instantiate S1.
The second is the falla¢saw$itivityConsider the following

argument:

A2 (8) If Otto had gone to the party, Anna would have gone.
(9) If Anna had gone to the party, Waldo would have gone.
(10) If Otto had gone to the party, Waldo would have gone.

Imagine that Waldo fancies Anna, although he never runs the risk of
meeting his successful rival Otto. Imagine also that Otto was locked
up at the time of the party, so that his going to the party is a remote
possibility, but that Anna almost did go, as she hoped to meet him.
In such a situation (8) and (9) may be true even though (10) is false.
Therefore, A2 is invalid. However, the following argument form is
valid:

S2 ()

()
()

For if all accessibleorlds are-worlds and all accessilerlds
are -worlds, then all accessibl®erlds are-worlds. So A2 ean
not instantiate 2.

4 Stalnaker 1991: 38, Lewis 1973: 10-13 and 31. The sequence formed by (3)
and (5) is called a “Sobel sequence”, from Lewis 1973:10 fn.

5 Stalnaker 1991: 38, Lewis 1973: 32-33. Note that S2 entails S, as it is easil
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The third is the fallacygaitrapositi@onsider the following
argument:

A3 (11) If Otto had gone to the party, Anna would have gone.
(12)If Anna had not gone, Otto would not have gone.

Imagine that Otto wanted to go to the party but stayed away just to
avoid Anna, while Anna would definitely have gone if Otto had been
around. In such a situation (11) may be true even though (12) is false.
Therefore, A3 is invalid. However, the following argument form,
S3, is valid:

S3 ()
¢ )

For and have the same truth value in every acces-
sible world. So A3 cannot instantfate S3.

The Stalnaker-Lewis argument may be summarized as follows.
Suppose that counterfactuals are strict conditionals. Tiren A1-A3 i
stantiate S1-S3. But A1-A3 are invalid arguments, while S1-S3 are
valid argument forms. Therefore, counterfactuals are moet strict co
ditionals. Ellipticism provides a reason to reject this argument, as
it undermines the assumption that if counterfactuals are strict con-
ditionals then A1-A3 instantiate S1-S3. Consider Al. If (5) is rep-
resented s ) , then does not stand for ‘Otto has come’
but for ‘Otto has come and things are relevantly like in the actual
world’. So (6) cannot be representéd as ) . For its
whole antecedent is ‘Otto and Anna have come and things are rel-
evantly like in the actual world’, in which neither conjunct amounts
to . Therefore, the argument form instantiated by Al is not S1 but
the following:

S4 ()
()

seen if is replaced with . So the failure of S1 alone suffices to discard S2.
6 Stalnaker 1991: 39, Lewis 1973: 35.
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Consider A2. If (8) is representéd gs , then (9) cannot be
represented 4s ) but rather a§ ) . Therefore, the
argument form instantiated by A2 is not S2 but the following:

S5( )

()
()

Finally, consider A3. If (11) is represelited as, the anteced-

ent of the formula that represents (12) cannbube different
formula. Similarly, its consequent cannot Inet a different for-

mula that stands for ‘Otto has not gone’. Therefore, the argument
form instantiated by A3 is not S3 but the following:

S6 ()

Since S4-S6 are invalid forms, the invalidity of A1-A3 is easily ex-
plained.

Two final remarks. The first concerns the assumption that Al-
A3 are invalid. The ellipticist reply to the Stalnaker-Lewis argument
grants this assumption: its point is that, even though A1-A3 are in-
valid, their invalidity is no evidence against the thesis that counter-
factuals are strict conditionals. However, it is important to note that
here it is not essential to assume that validity is a property of argu-
ments, at least if arguments are understood in the usual way as sets of
sentences. Perhaps the most plausible thing to say, given the context-
sensitivity of counterfactuals, is that validity is a progerty of “in
preted” arguments, where an interpretation of an argument is an
assignment of contexts to its sentences. If validity is so understood,
the assumption to be granted is rather that A1-A3 are invalid in the
intended interpretation. This by itself does not rule out the possibil-
ity that there are interpretations in which A1-A3 or other structur-
ally similar arguments are valid. For example, Lowe suggests that
there are non-fallacious cases of transitivity:

Suppose that two people are discussing the influence of upbringing
and social background upon a person’s political convictions, and one
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of themX, takes Margaret Thatcher as an example of someone who,
though a firm supporter of the capitalist free market economy, might
have had a quite different attitude towdmagons as follows:[...]

If Margaret Thatcher had been born and brought up in the Soviet
Union, she would have had communist sympathies; and if she had had
communist sympathies, she would have been opposed to the capital-
ist free market economy. So, if she had been born and brought up in
the Soviet Union, she would have been opposed to the capitalist free
market econonXjs reasoning seems unexceptionable to the point of
appearing almost banal.

Lowe’s example seems to show that an argument structurally similar
to A2 can be valid in some interpretation. To see how this case dif-
fers from that of A2, it suffices to think that in this case, unlike in
that of A2, the possible circumstances that one has in mind when one
asserts the first premise also sustain the second premise. To put it an-
other way, the possible circumstances that one has in mind when one
asserts the first premise also justify strenghtening its gonsequent b
adding the antecedent of the second premise as a conjunct. The fol-
lowing sentences seems equally assertable in the situation described:

(13) If Margaret Thatcher had been born and brought up in the
Soviet Union, she would have had communist sympathies.

(14) If Margaret Thatcher had been born and brought up in the So-
viet Union, she would have had communist sympathies and
she had been opposed to the capitalist free market economy.

Obviously, this leaves open the question of how a principled distinc-
tion can be drawn between apparently fallacious cases and apparently
non-fallacious cases. However, all that matters here is that ellipti
cism is consistent with the possibility that an argument structurally
similar to A2 is valid in some interpretation, provided that no such
argument is classified as a case of transitivity. S5 is an invalid argu-
ment form. But an invalid argument form can have valid instances.
The second remark concerns A3, which illustrates the difference
between ellipticism and the Stalnaker-Lewis view explained in sec-
tion 1. Stalnaker and Lewis claim that contraposition does not hold

" Lowe 1990: 80.
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for counterfactuals: A3 is an invalid argument fram >

. Nonetheless, they maintaimibais tollena valid argument
form. That is, from> and we can infer . This is why
Lewis provides a non-orthodox justificaiodus tolléret does
not appeal to contraposition. He say®thiat tollenacceptable
because from  we can infer , and from the latter we can
infer (contraposition does hold Yoso that follows
by modus pon&wen granting Lewis’ justification, however, it is
hard to resist our inclination to regard contraposiiotusricl-
lensas different expressions of the same principle, and so to think
that they should either stand or fall together. In a standard deductio
system of modal logic, this inclination is vindicated by the rule of
conditional proof: if one can defreen and auxiliary premises,
then one can derive from the auxiliary premises alone. This
means that if follows from and , then follows
from . Ellipticism,unlike the Stalnaker-Lewis view, implies no
separation between contrapositiorodud tollefscording to el-
lipticism, both contrapositiomamdls tollapnkl: arguments such
as A3 simply have little to do with®them.

3 The selection operator view

In the past, some attempts have been made to provide an analysis of
counterfactuals that employs the expressive resourcesyof modal |
ic. Ellipticism bears close resemblance to one of them, due to Aqvist.
According to Aqvist, counterfactuals can formally be represented
in a modal language that contains an opdnat® semantics is

given in terms of a selection fuhttiainassigns sets of worlds to
formulas. That is, is true in all and only the worlds that belong to

f( ), wherd( ) is understood as the setwoirlds most similar to

the actual world. In such a language, the logical form of ‘If it were
the case thathen it would be the caseajthaty be expressed as

( ) , where stands fop ‘and stands fagj.'So it turns

out that the counterfactual is true if andsomiye in allworlds

8 Stalnaker 1991: 39, Lewis 1973: 36. This section is drawn from lacona
2011.
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most similar to the actual viorld.

Ellipticism has much in common with this view, which may be
calledhe selection operatdiinggwhe central claim of both views
is that the logical form of ‘If it were the caséhdrait would be
the case thatis expressed by a strict conditional whose anteced-
ent does not standddout for a stronger condition that is implicit
in the counterfactual. Second, both views assume that the implicit
condition involves a similarity constraint in accordance with (M).
Third, both views grant that the understanding of the similarity con-
straint may be irreducibly indexical, in that they do not require that
the implicit condition amounts to a set of sentences whose conjunc-
tion provides a complete characterization of the set of worlds that
satisfy the constrdint.

The obvious difference between ellipticism and the selection op-
erator view is that ellipticism represents the whole aritétedent o
it were the case tpathen it would be the caseqtlaat , so it
requires no special symbol to be added to the language of modal
logic. Given this difference, it is natural to wonder whether there are
reasons to think that one of the two views is better than the other.
One might be tempted to say that the selection operator view is pref-
erable in that a representation that involves the aispéigs a
relation between the explicit part and the implicit part of the ante-
cedent that a simple formula is unable to capture. But this temptation
must be resisted. As it will be suggested, ellipticism is preferable in
another respect, because it provides a neat account of some funda-
mental modal properties of counterfactuals that troubl®the selec
operator view. Therefore, all things considered it is not obvious that
the selection operator view is better than ellipticism.

The selection operator view comes in at least two versions: one is
the original version set out by Aqvist, the other is an amended ver-
sion sketched by Lewis. Let us start with the original version. The
semantics forprovided by Aqvist is rigidly centred on the actual
world. Every model includes a distinguisheq, woddhe func-
tionf is defined in termsyofthe set thagssigns to each formula

° Aquist 1973: 2-3.

101n this respect, both ellipticism and the selection operator oew differ fr
what Lewis calls “the metalinguistic theory”, see Lewis 1973: 66-67.
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is understood as the setafrlds most similamo However,
as Lewis has argued, such a semantics is unable to account for the ap-
parent contingency of some counterfactuals. Consider ghe followin

(15)If I had looked in my pocket, | would have found a coin.

Since | actually have a coin in my pocket, (15) is true in the actual
world. But in a world in which my pocket is empty, (15) is false.
This fact cannot be explaineis iihterpreted in the way consid-

ered. Certainly, ifstands for ‘I looked in my pocket’, which is the
explicit part of the antecedent, thestands for ‘I looked in my

pocket and things are relevantlydikesthe actual truth of (15)

is explained in terms of the truth of . But no explanation

can be provided of the falsity of (15) inw wonitdich my pocket

is empty. As Lewis observes, this is a serious limitation. Even if we
are ultimately interested in the actual world, we must consider the
truth values of counterfactuals at other worlds to obtain the actual
truth values of sentences in which counterfactuals are embedded in-
side other counterfactuals. Consider the following:

(16)1f I had looked in my pocket, | would have found a coin, but if
my pocket were empty, it would not be the case that if | had
looked in my pocket, | would have found a coin.

The actual truth of (16) can be explained only if the semantics makes
room for the possibility that different sets of worlds are associated to
the same antecedent.

The amended version of the selection operator view is intended to
make room for that possibility. As Lewis has explained, the view can
be modified in order to account for the contingency of counterfactu-
als such as (15). His suggestiohissriaced by a two-argument
functiorf that assigns sets of worlds to formula-world pairs, and
that a three-place truth relation fog defined as follows:is
true in a worldwith reference to a wavld and onlyvwbelongs
tof (, w), that is, if and onlwis one of theworlds most similar
tow. The three-place truth relation is then generalized to any for-
mula by stipulating that the formula iswnwéhrreference wo
if and only if it is truenrSo it turns out th@t ) is true in

"lewis 1973: 61-62.
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wwith referencewoif and only if is true with reference to
w in every world accessiblevirohat is, if and only ik true in
every world iin(, w) accessible frenThis way we get that there
can be two worlasandy, such thag ) is true imy, with
reference tg, while it is falsevipwith reference wa*?

However, some important questions remain open. In the first
place, it is not entirely clear how to make sense of the assumption
that the intension of—the set of worlds in whichs true—
varies as a function of the world of reference. This assumption is
intended to guarantee that the implicit part of the antecedent of a
counterfactual can express different conditions relatigatto diffe
worlds. To illustrate, let the meaning of (15) be stated as follows:

(13) In any world in which I looked in my pocket, and in which
things are relevantly like in the actual world, | found a coin.

A straightforward way to explain why (15) is true in the actual world
w, but false in a worldvhere my pocket is empty is to say that the
implicit past of its antecedent expresses different coniitions rela
tow and tay. This means that ‘the actual world Jmefe5's to

w, in the first case and tim the second. That is,

(15v) Necessarily, if | looked in my pocket and things are rel-
evantly like iy, then I found a coin.

(15v) Necessarily, if | looked in my pocket and things are rel-
evantly like \, then | found a coin.

The point, however, is that if the antecedent of a counterfactual ex-
presses different conditions relative to different worlds,arris not cle
why a single formula with variable intension should be used to repre-
sent those conditions. Note that the variation of intension at issue is
not the familiar variation of intension due to a difference of model,
but a variation of intension that ogithns a mad@f course,

any standard semantics for a formal language allows that the same
formula has different intensions in different models, givken that mo

els are normally understood as interpretations of the language. For
example, the same formula can be read as ‘Snow is white’ in one case

2] ewis 1973: 62-63.
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and as ‘Grass is green’ in another case. But the variation of intension
involved here is of a different kind, because it implies something like
saying that the same formula, in the same modelyietaesa

it means ‘Snow is white’ relativanol falsewnbecause it means

‘Grass is green’ relative.t®his is quite an odd thing to say.

In the second place, Lewis does not explain how exactly the
amended version of the selection operator view accounts for the ac-
tual truth of (16). In (16), two occurrences of the same antecedent
hide different implicit conditions. The first conditionsctirecern
actual world, while the second concerns a world in which my pocket
is empty. Since both conditions are represent€tbbynust be
formalized as a complex sentence in wbhadurs twice. Pre-
sumably, the sentence must be such that itg tmitthneference
tow depends on the truth of the second occurremae/iofy a
given intension relative to a differentwbialvever, the details
of the account are still missing. Unless a formal semantics is spelled
out with the due accuracy, it is hard to judge whether the problem
has been solved.

In the third place, it may rightfully be asked whether the amend-
ed version of the selection operator view substantiaty theeser
thesis that counterfactuals are strict conditionalseifext@in
is represented by a fornqula) that can be true in a world
wwith reference vobut false in a wowdwith reference 1o
then it can be treated as an ordinary contingent sentence. As Lewis
suggests, if an operator 1 is so definedsttraetinvif and only
if is true invwith reference wpwe get that the counterfactual
amounts to a contingent sentence of thg¢ forjn T . But a
sentence of that form, it might be argusd, s&rict conditional.
Independently of the presence of 1, the obvious difference is that a
sentence of that form can be contingent, while a strict conditional
must be necessary if it is true. For a strict conditional is a sentence of
the form ,and entails . Or at least, this holds on the
assumption that necessity obeys S5 or simil&r systems.

From the foregoing considerations it turns out that it is not clear

13The operator T is introduced in Lewis 1973: 63. The point that strict con-
ditionals must be necessary if they are true is made in Siderizd&0t 200, w
used against the thesis that counterfactuals are strict.conditionals
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how the selection operator view can cope with the issue of contin-
gency. Ellipticism differs in this respect, in that it makes room for
a distinction that explains how the apparent contingency of some
counterfactuals squares with the thesis that counterfactuals are st
conditionals. According to ellipticism, there is a sense in which a
counterfactual may be used to say the same thing in different worlds,
and there is a sense in which it may be used to say different things
in different worlds. The first is that in which the counterfactual has
a meaning that does not vary from world to world, the meaning ex-
pressed by (M). The second is that in which the counterfactual has
different truth conditions in different worlds, given that the refer-
ence of the expression ‘the actual world” which occurs in (M) varies
from world to world. Since a context is a set of parameters which
includes a world, this is to say that the reference of that expression
may vary from context to context. In the first sense, the counter-
factual may be contingent. In the second, it is necessary if true. For
example, (15) may be used to say something truewetative to
something false relative.tBut what is said relativg,tthat is,

(15w), is necessary if true. Similarly, what is said rejathet to

is, (18 ), is impossible if false.

The contrast between ellipticism and the selection operator view
emerges clearly if one considers the three questions raised above. |
the first place, ellipticism does not need to assume that there are spe
cial formulas whose intension can vary within a model. In order to ac
count for the fact that the antecedent of a counterfactual can express
different conditions relative to different worlds, it is simgtly assum
that different conditions require different formulas. For example
(15 ) and (14 ) are represented as) and( ) .Since
‘things are relevantly like in the actual world’ expressesrdifferent co
ditions relative vg andw, different formulasand are used to
represent those conditions. Therefore, the fact that (15)s true in
but false i can be explained in terms of the platitude that different
formulas may have different truth values.

In the second place, ellipticism can explain the actual truth of
(16) in the same way. Since (16) contains two occurrences of ‘I
looked in my pocket’ which are associated to different sets of worlds,
these two occurrences are represented by different formulas, say
and . So the formalization of (16) does not require two occurences
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of . More generally, the method of formalization suggested is able
to account for the semantic variation that affects the implicit part
of the antecedent of counterfactuals, not only when this variation
depends on the intended relations of similarity between worlds,
but also when it depends on the world of utterance. This feature
may pass unnoticed if one restricts attention to the truth values of
counterfactuals in the actual world, but it becomes manifest when
one considers the truth values that counterfactuals have in possible
worlds different from ours.

In the third place, ellipticism definitely preserves the thesis that
counterfactuals are strict conditionals. The understanding of the
thesis suggested implies that strict conditionals are neeessary if tr
We saw that, although a counterfactual may be contingent in one
sense, it may not in another sense. Since its formal representation
as a strict conditional concerns the second sense, on the assumption
that logical form is a matter of truth conditions, it turns out that the
strict conditional must be necessary if true. Therefore, if a strict
conditional is true in a world, its necessitation is also true in that
world, in accordance with the S5 entailment frtam
For example, @p) is formally representeq as) , where

stands for ‘I looked in my pocket and things are relevantly like in
w.So( ) expresses something abthat is true in every
world. This is why ) is also true \w.

To sum up, the opposing inclinations towards contingency and
necessity that emerge from the discussion of the selection operator
view can be explained in terms of the distinction between meaning
and truth conditions. Of course, one might still object that this di
tinction does not suffice, and insist that the intuition of contingency
implies that the truth conditions of counterfactuals are themselves
contingent. But nothing can be done to move such unsatisfied objec-
tor. First of all, the intuition of contingency, if there is such a thing,
can hardly be so definite as to entail that it is not enough to say that
the same sentence, with the same meaning, can be true in a world
but false in another world. In the second place, it is reasonable to
expect that a distinction along the lines suggested is the best that a
strict conditional analysis can offer with respect to the issue of con-
tingency. For a strict conditional analysis cannot rule gut necessit
altogether. As noted above, it would make little sense to claim that
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counterfactuals are sentences of tlife form but deny that
obeys S5 or similar systems. So the unsatisfied objector must think
that in principle no strict conditional analysis can work.

4 Contextualism

Although it is generally taken for granted that countaréactuals
context sensitive, it is not entirely obvious to what extent they are
context sensitive. One major point of controversy concerns the role
of the antecedent in the determination of context. On the one hand,
anyone agrees that the fact that different sets of worlds can be as-
signed to the same antecedent is correctly described in terms of con-
text sensitivity. For example, it is plausible to say that (2) and (3) are
true in different contexts, in that they are true relative to different
ways of delimiting the class of relevantly similar worlds in which
Caesar was in command. On the other hand, there is no equally
shared account of the fact that, normally, different sets of worlds are
assigned to different antecedents. For example, when (5) and (6) are
evaluated respectively as true and false, the set of worlds that count
as relevantly similar in the first case, those in which Otto has come
to the party, differs from the set of worlds that count as relevantly
similar in the second, those in which Otto and Anna have come to
the party. The question, however, is whether this difference amounts
to a difference of context: one option is to say that it does, the other
is to say that it does“hot.

The thesis that counterfactuals are strict conditionals is often as
sociated with the first option. According to a line of thought that has
been amply debated in the last few years, counterfactuals are highly
context sensitive strict conditionals, in that their staiceseas
a function of their antecedent. Thus, (5) and (6) are strict condition-
als assessed respectively as true and false in diffecmhaontexts
c, that is, they involve different accessibility relations. €te intend
reading of (5) is that every accessildén which Otto has come
to the party is a world in which the party is lively. The intended read-
ing of (6), instead, is that every accegsillén which Otto and

4 This question is explicitly addressed in Brogard and Salerno 2008, and in
Cross 2011.
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Anna have come to the party is a world in which the party is lively.
This means that Al involves a context-shift, and the same goes for
A2 and AS.

If a strict conditional analysis of this kind oosdbedalism
ellipticism differs from contextualism. Ellipticism rests-on the as
sumption that counterfactuals are context sensitive in the less con-
troversial sense, and contemplates no reason to think that they are
context sensitive in the more controversial sense. As it turns out
from section 1, a context may be defined in terms of a selection func-
tion. Consider two counterfactuals ‘If it were the pageethiat
would be the case thahd ‘If it were the caserttihéen it would
be the case tlhjatand let be a context which includes aworld
and a selection functi®inceg and r are different sentences,
f(pw may differ froffr,w). But the context does not chande, for
is the same function. This turns out clear if the two counterfactuals
are represented(as ) and( ) ,where expresses an
inclusion condition fggw) and expresses an inclusion condition
forf(r,w). For such representation requires no variation in the acces-
sibility relation: expresses unrestricted necessity in both cases. In
substance, ellipticism is a non-contextualist strict icanaliyiona
sis of counterfactuals. Its mere existence shows that the issue of how
the context sensitivity of counterfactuals is to be understood must
not be confused with the question of whether counterfactuals are
strict conditionals.

Although an examination of the arguments that may be invoked
to justify contextualism goes beyond the scope of this paper, at least
one issue deserves attention. Contextualism, just like@ny stric
ditional analysis, must provide a reply to the Stalnaker-Lewis argu-
ment. For that argument questions the thesis that counterfactuals are
strict conditionals. However, it seems that none of the replies avail-
able to the advocates of contextualism is preferable to that outlined
in section 2.

15 The supposition that the counterfactuals in a Sobel sequence—hence in
Al—are strict conditionals that involve different contiexXis,disinissed
in Lewis 1973, is developed in Von Fintel 2001 and in Gillies 2007. Similarly,
Warmbrod (1981), Lowe (1990) and Lowe (1995) suggest that arguments such
as A2 are affected by context-shifts, and Tichy (1984) says the sasie of argume
such as A3.
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The Stalnaker-Lewis argument is a reductio: the thesis that coun-
terfactuals are strict conditionals is taken to entail the-absurd con
sequence that A1-A3 instantiate S1-S3. Therefore, in order to reject
the argument, it must be contended either that the thesis does not
have the alleged consequence, or that the alleged consequence is not
absurd. Perhaps the most natural option for the advocates of contex-
tualism is the second. They might draw inspiration from Kaplan's
treatment of arguments containing indexicals, and reply that it is
wrong to assume that A1-A3 are invalid, for in order to assess Al-
A3, the context must be held fixed. According to Kaplan, an argu-
ment containing indexicals is valid if and only if, for any context, if
the premises are true in that context, the conclusion must be true
in that context. For example, ‘She is there, so she is there’ turns out
valid on Kaplan’s definition, because it can't be the case that a con-
text makes ‘She is there’ true and false at the same time. A similar
treatment may be applied to A1-A3: since validity amounts to truth
preservation in any context, the fact that A1-A3 have true premises
and false conclusion in the intended interpretation does not show
that they are invalid, given that their intended interprebam®n invo
context-shifts.

This reply is not entirely satisfactory. If one assumes, follow-
ing Kaplan, that validity is a property of arguments, and claim that
A1-A3 are valid, despite the fact that their intended interpretation
involves context-shifts, one has a straightforward account of the re
lation between A1-A3 and S1-S3: A1-A3 are valid in that they instan-
tiate S1-S3. The obvious drawback of this reply, however, is that it
clashes with the apparent invalidity of A1-A3 in the intended inter-
pretation. Kaplan's definition leaves unexplained the fA& that Al-
can be used in such a way that their premises are true and their
conclusion is false, just as it leaves unexplained the fact that ‘She is
there, so she is there’ can be used in such a way that its premise is
true and its conclusion is false. If an argument is valid, one may be
tempted to say, how can it be the case that its premises are true and
its conclusion false? As it has been argued against Kaplan, a definition

16 Kaplan’s definition is suggested in Kaplan 1989. A reasonimgslong the li
considered is offered in Lowe 1990 and in Brogaard and Salernch2008, althoug
is not accompanied by a strict conditional analysis of counterfactuals
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of validity that holds for arguments containing context sensitive ex-
pressions should take into account non-univocal interpretations of
their premises and conclusions, that is, interpretationswehich invol
context-shifts.

A different way to question the assumption that A1-A3 are invalid
is to assume that validity is a property of interpreted arguments, and
claim that, although A1-A3 are invalid in the intended interpreta-
tion, they are valid in other interpretations, so it is wrong to say that
they are invakimplicitefhe advantage of this reply is that it ac-
counts for the apparent invalidity of A1-A3 in the intended interpre-
tation. Its disadvantage, however, is that the relation between A1-A3
and S1-S3 becomes problematic. On the standard understanding of
formal validity, an argument form is valid if and only if all its in-
stances are valid. Assuming that validity is a property of interpreted
arguments, this is to say that an argument form is valid if and only if
all its instances are valid interpreted arguments. But then it turns out
that some valid argument forms, S1-S3, have invalid instances, which
is quite hard to accépt.

What has been said so far shows that it is not clear how the ad-
vocates of contextualism can reject the assumption that A1-A3 are
invalid. Of course, rejecting that assumption is not the only way to
deny the absurdity of the alleged consequence that A1-A3 instanti-
ate S1-S3. The other way is to reject the assumption that S1-S3 are
valid. However, such a reply throws the baby out with the bathwa-
ter. To say that S1-S3 are invalid is to deny the basic principles of
modal logic. For the validity of S1-S3 follows from those principles.

If S1-S3 are invalid, then the semantics of the language in which they
are expressed is not the familiar semantics of modal logic, and
does not have its familiar meaning. Even if one is willing to accept
this consequence, which is not easy to swallow, the question remains
of how the thesis that counterfactuals are strict conditionals can be
maintained in some sense that matters to the Stalnaker-Lewis argu-
ment. For that argument is intended to establish that counterfactuals

" This line of argument is developed in different ways in Yagisawa 1993, la-
cona 2010, and Georgi 2015.

18 Note that the case of a valid form with invalid instances significantly dif
fers from the case considered in section 2 of an invalid form waiticesulid inst
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aren't strict conditionals just in the familiar sense.

Since the advocates of contextualism can hardly deny the absur-
dity of the alleged consequence of the thesis that counterfactuals are
strict conditionals, it seems that a better option for them is to deny
that the thesis has that consequence. As it turns out from section 2,
this is the kind of reply provided by ellipticism. However, there are
significant differences at the formal level. If counterfactcias are st
conditionals whose strictness varies as a function of their explicit
antecedent, the obvious way to formally represent their variablity
is to adopt indexed necessity operatatere eaclbears some
relation to the antecedent of the formula in which it occurs. This way
it can be contended that A1-A3 do not instantiate S1-S3 but invalid
schemas in which different indices occur. Although there is nothing
intrinsically wrong with this option, its formal part need be devel-
oped in order to be properly assessed, as it departs to some extent
from standard modal logic. Ellipticism implies nothing like that,
since S1-S3 are replaced by invalid schemas in the same language,
S4-S5. So it seems that the best reply to the Stalnaker-Lewis argu-
ment that the advocates of contextualism can offer is a logically more
complex variant of the ellipticist reply.

5 Disjunctive antecedents

This last section shows how ellipticism can handle the old problem of
disjunctive antecedents. The problem concerns the inference schema
calledVLPSOLAFDWLRQ RISBAVMXQFWLYH DQWHFHGHQ

SDA Iporghad been the case,theuld have been the case.
If phad been the case,itheuld have been the case.

On the one hand, it may seem that SDA is a valid schema, for there
are clear cases in which we reason in accordance with it. Consider
the following sentence:

(17)1f either Oswald had not fired or Kennedy had been in a bul-
let-proof car, Kennedy would be alive today.

What (17) conveys is that each of two possible events, Oswald not
firing and Kennedy being in a bullet-proof car, would have lead to
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the same result independently of the other, Kennedy being alive to-
day. So it seems that from (17) we can infer

(18) If Oswald had not fired, Kennedy would be alive today.

And the same goes for the other dfsjunct.

On the other hand, it has been argued that SDA is invalid, in that
there are clear counterexamples to it. Suppose someone asks which
side Spain fought on in World War I, and we reply that Spain did not
enter the war, then adding the following sentence:

(19)If Spain had fought on the Axis side or on the Allied side, she
would have fought on the Axis side.

In this case what we definitely are not willing to infer

(20) If Spain had fought on the Allies side, she would have fought
on the Axis siéfe.

When uttering (19), we don't want to say that each of two possible
events, Spain fighting on the Axis side and Spain fighting on the Al-
lies side, would have lead to the same result independently of the
other, Spain fighting on the Axis side. Rather, we want to say that if
the disjunction ‘Spain fought on the Axis side or Spain fought on the
Allied side’ were true, it would be true in virtue of the first disjunct.
Therefore, not every counterfactpatthad been the case, then
r would have been the case’ is like (17).
According to the Stalnaker-Lewis view, SDA is invalid. If one

represents the premige ag> and the conclusionzas ,
one gets an invalid argument form: it may be the case that

is true, because every relevantly siwoldd is a-world, while

> isfalse. The friends of the Stalnaker-Lewis view have provided
at least two arguments against the validity of SDA. The first goes as
follows. Inferences such as that from (17) to (18) are indeed plau
sible. But their plausibility can be explained without &sguming t
SDA is a valid schema. Although it might seem that (17) has the form
( )> inrealityithasthefqrsa) ( >) , hence (18)
amounts to one of its conjuncts. The word ‘or’ in (17) is not to be

%Fine 1975:453, Nute 1975:775-776, Ellis, Jackson and Pafhter 1977
20The example comes from McKay and Van Inwagen 1977.
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read in the standard way, as it often happens. Sometimes the surface
structure of natural language is misieading.

This argument is not very convincing. It is legitimate to suppose
that the plausibility of the inference from (17) to (18) can be ex-
plained without assuming that SDA is a valid schema. But the claim
that (17) has the fofre ) ( > )  requires an independent
justification, and it is not clear that such a justification can be pro-
vided. The trouble is not only the weakness of the evidence for that
claim, but also the strength of the evidence against it. As it has been
observed, ‘or' seems to behave in the usual way when negated. Con-
sider the following sentence:

(21) If it had not been the case that either Oswald had not fired or
Kennedy had been in a bullet-proof car, Kennedy would not
be alive today.

Prima fac{@l) is equivalent to ‘If it had been the case that Oswald
had fired and Kennedy had not been in a bullet-proof car, Kennedy
would not be alive today’. This is exactly what we should expect
given the standard assumptiof that is equivalent to

. Instead, if the logical form of (17)(werg ( > ) ,its
logical form would be somethind(like ) ( > )) or
(>) (>) , Which is quite implausile.

The second argument is that the assumption that SDA is a valid
schema, combined with the apparently innocuous principle of substi-
tution of equivalents, leads to undesirable results &jurea

lenttol ) ( ) , by substitution of equivalents we get that
> entaill{ ) ( )> . Butif SDA is a valid schema,
from(( ) ( )> wegef )> .Soitturns out

that > entailf )> , which is the unacceptable rule of
strengthening the antecéélent.

This argument can have some effect only on those who accept
the formalization suggested by the Stalnaker-Lewis view, hence re-
ject the thesis that counterfactuals are strict conditionads. For if th

21 oewer 1976: 534-537, McKay and Van Inwagen 1977: 355, Lewis 1977:
360-361.

22See Ellis, Jackson and Pargetter 1977: 356.

ZFine 1975: 453, Lewis 1977: 359.
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thesis holds, no such trouble can arise. According to a strict condi-
tional analysis, the most natural formal counterpart of SDA is a valid
argument form:

s7(C ) )
()

Since everyworldisa  -world, if every accessible -world

is a -world, every accessibleorld must be avorld. Assuming
substitution of equivalents, from S7 we det that entails

« ) ) . But there is nothing wrong with that, since S1 is
valid.

From the two arguments considered emerges no straightforward
solution to the problem of disjunctive antecedents. It is reasonable
to say that SDA is not a valid schema, in that not every sentence that
may occur as a premise of SDA is like (17). Undoubtedly, a distinc-
tion must be drawn between counterfactuals such as (17) and coun-
terfactuals such as (19). But it would be nice to have an explanation
of this distinction that does not rest on highly debatable assumptions.
Ellipticism can provide such explanation.

Consider (17). In this case it is said that if each of the disjuncts
that occur in the antecedent were true, it would make the consequent
true. Accordingly, (17) is properly phrased as follows: ngcessarily
Oswald has fired and things are relevantly like in the actual world
or Kennedy has been in a bullet-proof car and things are relevantly
like in the actual world, then Kennedy is alive today. So its formal
representation @ ) ) , Where stands for ‘Oswald has
fired and things are relevantly like in the actual wodthradsd
for ‘Kennedy has been in a bullet-proof car and things are relevantly
like in the actual world’. Since the logical form of (1B) is,

(17) entails (18) in virtue of S7.

Now consider (19). In this case it is said that if the disjunction
that forms the antecedent were true, the consequent would make it
true. Accordingly, (19) is properly phrased as follows: ngcessarily
Spain fought either on the Axis side or on the Allied side and things
are relevantly like in the actual world, then Spain fougkison the A
side. So its formal representation js , where stands for
‘Spain fought either on the Axis side or on the Allied side and things
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are relevantly like in the actual world’stanads for ‘Spain fought

on the Axis side’. Since the formal representation ©f (20) is

), where stands for ‘Spain fought on the Allies side and things are
relevantly like in the actual world’, the inference from (19) to (20)
is not formally valid.

More generally, SDA is ambiguous. There are cases of SDA in
which the premise is adequately represented as a strict conditional
with a disjunctive antecedent, and cases of SDA in which the prem-
ise does not have that form. The inferences of the first kind are valid
because they instantiate S7. Those of the second kind are invalid be-
cause they instantiate an invalid argument form.

This explanation, just like that proposed by the friends of the
Stalnaker-Lewis view, implies that there is no strict rule for the for-
malization of a sentengedtig had been the case, ithesuld
have been the case’. The recipe adopted so far for counterfactuals
whose antecedent is a simple sentence or a conjunction works for
(19) but not for (17). However, the account of (17) suggested entails
no drastic revision of its apparent structure. This turns out clear if
we consider the relation between (17) and (21). If (17) is represented
as(( ) ) , there is no trouble with the negation of its explic-
it antecedent. (21) can be represeli{ed ps ) , which
isequivalenti® ) ) on the usual understanding of
‘or. This means that the logical form of (17) and the logical form of
(21) turn out to be related exactly in the way one would expect.
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Abstract

I have recently argued that if the causal theory of reference is true,
then, on pain of absurdity, no normative ethical theory is true. In
this journal, Michael Byron has objectedertuniijpy appealing

to Frank Jackson’s moral reductionism. The present essay defends my
reductiwhile also casting doubt upon Jackson’s moral reductionism.
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Causal theory of reference, right-making properties, miora reduct
ism, Frank Jackson, justifying reasons.

In “Right-making and Reference”, | argue that if the causal theory
of reference is true, then, on pain of absurdity, no normative ethical
theory is true (Long 2012). The causal theory of reference (CTR,
henceforth) holds that a term ‘T’ rigidly designates dfifoperty

the use of ‘T’ by competent users of the term is causally regulated by
F' For example, since beijy ¢husally regulates the competent

use of ‘is water’, ‘is water’ rigidly designates GeiAgnbrma-

tive ethical theory, by contrast, is a theory that attempts to specify
which property or properties are the fundamental right-making
properties (FRM-properties, henceforth). A property is an FRM-
property iff it is purely descriptive and is such that, if possessed by a
right action, is what ultimately explains the action’s being right. For
example, utilitarianism implies that there is exactly one FRM-prop-
erty, viz., maximizing aggregate pleasure: According te utilitaria
ism, maximizing aggregate pleasure is what makes all and only right
actions right. Since a normative ethical theory attempts to specify

1 See, e.g., Boyd 1988, Kripke 1980, and Putnam 1975.
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which purely descriptive properties are FRM-properties, then if no
property is an FRM-property, no normative ethical theory is true. |
argued that CTR implies, on pain of absurdity, that no property is an
FRM-property and, thus, that no normative ethical theory is true.

In this journal, Michael Byron (2014) has objected tctimy

appealing to Frank Jackson’s moral reductionism. The present essay
defends nmgductihile also casting doubt upon Jackson’s moral
reductionism.

1 A reductio

| begin with a summary of my earlier argument, which relies upon
the following two assumptions:

(A1) A property is an FRM-property only if the moral property
of being right exists.

(A2) The moral property of being right exists only if our term
‘is right’ refers to it.

Regarding the first assumption, if the property of being right does
not exist, then no property can make an action right, in which case
no property can be right-making. Thus, (Al). As for (A2), its denial
is this:
(~A2) The moral property of being right exists, but our term ‘is
right’ does not refer to it.

Claiming (~A2) amounts to denying that the relation between ‘is
right” and being right is a reference relation, which denial would un-
dermine CTR’s motivation. So, for the purposes of this essay, we
can assume (A2). With (A1) and (A2) in hand, here is my argument
in truncated form:

(P1) There is a true normative ethical theory only if there is an
FRM-property.

(P2) If there is an FRM-property, then it causally regulates the
competent use of ‘is right’.

(P3) If an FRM-property causally regulates the competent use of
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‘is right’, then, assuming (Al) and (A2), CTR implies that
the FRM-property is identical to the property of being right.

(P4) An FRM-property’s being identical to the property of be-
ing right entails absurdity.

(C) Either no normative ethical theory is true, or CTR is false.

As construed, the argument is valid. So, let us consider each prem-
ise. We have already seen the argument for (P1): since a normative
ethical theory attempts to specify which purely descriptive proper
ties are FRM-properties, no such theory is true if there is no FRM-
property.

Premise (P2) results from an inductive inference. Suppose, for
ease, that there is exactly one FRM-property, in which case ‘is right’
applies to all and only actions possessing the FRM-property. If ‘is
right’ applies to all and only actions possessing the FRM-property,
then the competent use of ‘is right’ at least “tracks” the FRM-prop-
erty. For example, if maximizing aggregate pleasure is the one and
only FRM-property, then the competent use of ‘is right’ “tracks”
maximizing aggregate pleasure. Presumably, the best &éxplanation o
this tracking behavior is that the FRM-property causally regulates
the competent use of ‘is right’. So, (P2) is probably true.

Turning to (P3), trivially an FRM-property causally regulates the
competent use of ‘is right’ only if an FRM-property exists. Accord-
ing to (Al), an FRM-property exists only if the property of being
right also exists. So, given (Al), it follows that if an FRM-property
causally regulates the competent use of ‘is right’, then the property
of being right exists. Now, according to (A2), if the property of be-
ing right exists, then our term ‘is right’ refers to it. So, together
(A1) and (A2) imply that if an FRM-property causally regulates the
competent use of ‘is right’, then ‘is right’ refers to the property of
being right. But CTR implies that if an FRM-property causally regu-
lates the competent use of ‘is right’, then ‘is right’ rigidigsdesignat
the FRM-property, which in turn implies that the FRM-property is
identical to being right. Therefore, (P3): together (Al), (A2), and
CTR imply that if an FRM-property causally regulates the com-
petent use of ‘is right, then the FRM-property is ideng&cal to th
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property of being right.
According to (P4), however, an FRM-property’s being identical
to being right entails absurdity. My main support for (P4) is that,

(P4*) The “property tleaplairesn action’s being right cannot
beidenticab the property of being right” (2012: 278).

2 Jackson’s moral reductionism

Byron, however, objects. The objection as | understand it has two
parts: the first aims at casting doubt upon (P4*), while the second
tries to show that (P4*) is actually false. To cast doubt upon (P4%*),
Byron essentially shows that the following universal statement, of
which (P4*) is an instance, is false:

(UI) For any two properfesndG theFthat explaing hav-
ingGcannot be identicato

Here is a counterexample to (Ul): the property of Ap@ngsan
rusexplains an organism’s b8irmgensautug being ékpatosau
russ identical to beingrantosautisdeed, the property of being
anApatosaumxplains an organism’s bdéngnéosaupuscisely
because beingfgatosaursisdentical to beinBrantosaurgs,
(U1) is false. But showing that (Ul) is false shows on$pthat, for
propertie§ andG it is possible tHat Gand havirfgexplains
havinga It might be that the particular explanatory relation cited
in (P4*) between the property that explains an action’s being right
and the property of being right prevents identify ey tihaks
properties with each other. So, showing that (Ul) is false might—if
anything—make one suspicious of (P4%*), but anything more than
mere suspicion is unwarranted. Consequently, Byron needs to ad-
dress (P4*) specifically.

In the second part of his objection, Byron tries to show that (P4*)

2 Byron makes the same point in terms of being the morning star and being
the evening star (Byron 2014: 142); however, putting the point iririgrms of be
aBrontosauams! being &patosauwsuld better support Byron's point, since
the present discussion is about property-identity rather tbantivpjéLtis
worth noting that whether the naturaBromitssaarsApatosauaus identi
cal has just come into question; see Tschopp et al. 2015.)
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is false. To do ®yron appeals to Frank Jackson’s (1998) moral
reductionismtHere is how Byron describes Jackson’s view. First, as
Byron rightly states, Jackson’s view holds that “normatige propertie
are reducible to descriptive properties because the fornger constitut

a proper subset of the latter” (Byron 20¥4FudBermore, as

Byron claims, “Jackson defines descriptive properties as those that
can be picked out by descriptive predicates” (Byron 2014: 142). In
conclusion, Byron quotes Mark Schroeder as saying, Jackson’s re-
ductionism “amounts to the claim that normative properties can
be picked out by uncontroversially descriptive predigates.

perfectly coherent view” (Byron 2014: 142; Schroeder 2003: 10;
emphasis in the original). What is more, claims Byron, Jackson’s re-
ductionism can “underwrite” the explanatory relation between being
right and the FRM-property to which being right is identical (Byron
2014 142-143). For, if—as Jackson’s view implies—being right is a
proper subset of purely descriptive properties, then sheuld we dis
cover that an FRM-property term picks out that proper subset, we
can conclude that the FRM-property term’s referent—that is, the
FRM-property—is identical to beingffigat.from being impos-

3Byron initially considers an objection according to whicha Ipasjally
ertyFcould be both an FRM-property and identical to being rigRssince (i)
being an FRM-property could amoEstpiaying the right-making role, (i)
Fs playing the right-making role could anmésinbtestituting the property of
being right, and (iii) property-constitution could be a form ofdeofityrty-
| set aside this objection by Byron for two reasons. First, there ans,good reas
none of which Byron addresses, to doubt that property-condditbéicn cou
form of property-identity (see, e.g., Baker 2007: 111-116; BriBK-198%
But, second, given his appeal to Jackson’s moral reductionisennethich doe
invoke property-constitution, Byron is able to avoid thorry ajumstjoop-
erty-constitution altogether.

“Relevant to n. 3 above, the term ‘constitutes’ in the quote from Jackson does
not refer to a relation between particular properties. Indeed, as far as | know,
Jackson never invokes property-constitution to describenttetuedstn
two particular properties.

5This is a charitable interpretation of Byron. Literally, Byron hgs us first s
pose that “value-maximizing is the (descriptive) FRM, andtlsatightkso
to think that the normative property of rightness is reducible tove descripti
property” (2014: 143). Byron then claims, “It follows thassrigffittentical
to] value-maximizing” (2014: 143). But just because rightedasss@dece
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sible or absurd as Long claims, that result would be informative and
illuminating” (Byron 2014: 143).

To evaluate Byron's argument, we must recognize, first, that
Jackson's reductionism doameretgmount to “the claim that
normative properties can be picked out by uncontroversially de-
scriptive predicates,” as Byron quotes Schroeder as gsserting. For
if that were all that Jackson’s reductionism amounted to, then Jack-
son’s view would also imply that normative properties are reducible
to geometrical-shape properties since one could use a geometrical-
shape property-term—'is a triangle’, for example—to pick out the
normative property of, say, being right. But showing that one could
use ‘is a triangle’ to refer to being right does not show that being
right is reducible to being a triangle; it shows only that one can use ‘is
a triangle’ equivocally. To avoid counting the equivocal use of a term
as a form of reduction, Jackson’s view needs to show that the prop-
erty of being right could turn out to be identical to an FRM-property
regardless of which terms refer to which properties.

As it turns out, Jackson’s view of properties purports to do pre-
cisely this. On Jackson’s view, properties are basically sets of pos-
sible objectd-or example, the property of being a triangle would
be the set of all possible triangles; Beantpaauwaild be the
set of all possildeontosauruaad being right would be the set
of all possible right actions. Now, presumably every possible right
action possesses some purely descriptive property; however, some
possible actions with a purely descriptive property are not right ac-
tions. Therefore, if properties are sets, then being right will turn out
to be a proper subset of the union of purely descriptive properties.
Of course, if properties are sets, then an FRM-property is itself a
set: the set of all possible actions with the FRM-property. But all
and only right actions have an FRM-property. So, should proper-
ties turn out to be sets, then any FRM-property will be a subset of
being right: If there are multiple FRM-properties, then each FRM-
property will be a proper subset of being right; and if there is exactly

purely descriptive property, it does not follow that rightness oéficaés spe
to the FRM-property.

6See Jackson 1998: 125-128. McNaughton and Rawling 2003 also contains a
useful discussion Jackson'’s view of properties.
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one FRM-property—perhaps maximizing expected hedonic value,
to use Jackson’s example—then the FRM-property will turn out to

be identical to being right. Now, to be sure, Byron mentions that on
Jackson's view being right is a proper subset of purely descriptive
properties, and obviously being right could be such a subset only if
being right is itself a set. But it needs to be emphasized that Jackson’s
view of propertigsiasets is what allows Jackson to identify being

right with an FRM-property. Consequently, here is how Byron’s ob-
jection to (P4%houldo:

(1) Itis coherent that,

() the property of being right is tikeo$eil and only
possible right actions,

(ii) the property of maximizing expected hedonic value is
the se of all and only possible actions that maximize ex-
pected hedonic value, and

(i) all and only membeRare also memberB. of

(2) If (1), then being right could turn out to be identical to
maximizing expected hedonic value.

(3) If being right could turn out to be identical to maximizing
expected hedonic value, then an FRM-property can be
identical to being right.

(4) An FRM-property can be identical to being right.

If (4) is true, then the property that explains an actionistbeing rig
can be identical to the property of being right, which is precisely
what (P4*) denies. As construed, the argument is valid. Further-
more, | will grant premises (2) and (3) and argue against (1), to
which | now turn.
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3 Objecting to (1) and defending (P4*)

At first, one might be tempted to object to (1) on the grounds that it
allows a property to be both normative and purely descriptive. For,
if being right is identicaRt@nd maximizing expected hedonic
value is identicaDathen iRandD are identical to each other, it

will turn out that being right is normative iff maximizing expected
hedonic value is normative and that maximizing expected hedonic
value is purely descriptive iff being right is purely descriptive. But
allowing a property to be both normative and purely descriptive, the
objection would continue, obliterates the is/ought divide between
properties.

Unfortunately for our would-be objector, this is not so much an
objection as just a part of Jackson's view. For, as Byron rightly states,
Jacksos H A Qarnative property as a property that can be picked
out by a normative property-term, and a purely descriptive property
as a property that can be picked out by a purely descriptive property-
term! So, on Jackson’s view, the is/ought divide is located at the
level of propertgrmBut if a normative property-term applies to
all and only the members of a set of possible actions to all and only
of which a purely descriptive property-term applies, theg—again a
suming that properties are sets—it follows that the set in question
is a normatiandpurely descriptive property. By itself, that is no
objection to Jackson’s view; it is, rather, just part of the view, and
that part is at least coherent.

Nonetheless, one might still challenge Jackson’s view of norma-
tive propertigpiasets of possible actions. There are two ways to do
this: one can try to show that Jackson’s view of properties is simply
false, or, more modestly, one can argue that Jackson’s view cannot
adequately account for normative propestidistake the sec-
ond tack. But | will also show that Jackson’s view fails for the same

"See Byron 2014: 142 and Jackson 1998: 120-121.

8As an example of taking the first tack, see Elliott Sober 1982. Jackson con-
siders a variation of Sober’s case and responds (1998: 126-187%ackhe secon
is more modest since Jackson's general view of propertiesecandttyies tru
fail to account for normative properties because normates gwopréx-
ist (see, e.g., Mackie 1977 and Joyce 2006).
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reasons that (P4*) is true. So, the argument | shall develop will si-
multaneously show that (1) is false and give support to my original
(2012) argument.

As stated above, the particular explanatory relation between the
property that explains an action’s being right and the property of
being right might make it impossible to identify these two particular
properties with each other. | will now show why the explanatory
relation between these two properties does indeed, as (P4*) claims,
make it impossible to identify them with each other. First, consider
that an action is right just in case it is justified. This is so presum-
ably because being right and being justified, as properties of actions,
are one and the same property—to be right just is to be justified.
It is a platitude, furthermore, that actions are justifiemhfor reas
if an action is justified, there is a reason it is justified. (Call such
reasons ‘justifying reaSpf@sien that justifying reasons are what
justify actions, we cannot identify a justifying reason with the fact
that an action is justified. For, to do so would entail claiming this:
that which justifies the action is identical to the fact that the action
is justified. But that claim is incoherent. The fact that an action is
justified cannot be that which justifies the action. It is worth not-
ing that this sort of incoherence is not peculiar to justification. For
example, it holds equally for explanation: That which explains an
event cannot be identical to the fact that the event is explained. That
an event is explained cannot be what explains the event. Similarly,
that an action is justified cannot be what justifies the action. Since
being right is identical to being justified, it thus follows that an ac-
tion’s justifying reason cannot be identical to the fact that the action
is right. An action’s justifying reason, that is, must be distinct from
the fact that the action is right. Now, on what is probably the most
common view of justifying reasons, a justifying reason is a fact that

9 Justifying reasons should be distinguished from so-cabtieg regslanat
sons, the latter of which often appeal to the psychological sjategpef-the a
forming the action: the (explanatory) reason the agent perfotimedsthat ac
that (say) the agent had a certain belief-desire pair. The temyreaptanato
is infelicitous, given that justifying reasons can also figlanatitmexp
namely, they explain why an action is justified. Indeed, thatpssirigiager
also explanatory in this way is important for the present argument.
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counts conclusively in favor of an'aEtorexample, if the fact

that an action maximizes expected hedonic value counts conclusively
in favor of the action, then that fact is what justifies the action. But
even if justifying reasons should be facts, a justifying reason cannot
be identical to the fact that an action is right. For, whether or not a
justifying reason is a fact, identifying an action’s justifying reaso
with the fact that the action is right entails identifying that which |
tifies the action with the fact that the action is justified,iwhich agai

is incoherent. The fact that an action is justified cannot be that which
justifies the action. It follows, then, that whether or nogjustify
reasons are facts, we cannot, on pain of incoherence, identify an ac-
tion’s justifying reason with the fact that the action is right.

We are now in a position to see why, as per (P4*), we cannot
identify the property that explains an action’s being right with the
property of being right and, thus, why (1) is false. Henceforth, let us
assume the platitude that actions are justified for reasons—which,
for ease, | shall take to be facts—and that being right is identical
to being justified. From these two assumptions, we get our first
premise:

(~1.1) An action is right only if a fact justifies the action.

Now, as explained above, it is incoherent to identify the fact that
justifies an action with the fact that the action is right. So, here is our
second premise:

(~1.2) If a fact justifies the action, then identifying the fact that
justifies the action with the fact that the action is right is
incoherent.

Our final premise is this:

10 Theorists who either identify justifying reasons with facts or take facts to
“give” justifying reasons include Broome (2004), Dancy (200Qp&&rwa
McNaughton and Rawling (2003), Parfit (1997), Raz (1975), amti&hafer-L
(2003). For my purposes here, it will not make a differencestihgtiter |
reasons are identical to facts or facts “give” justifying reasansc@lso, | s
clusively’ because reasons are often takeo tarisehereas being justified
implies success. If reasopsoatantthen a justifying reason is a consideration
that counts in favor of an action and is not overridden by other considerations
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(~1.3) If identifying the fact that justifies the action with the
fact that the action is right is incoherent, then identifying
the property of being right with an FRM-property also
leads to incoherence.

The first step toward seeing that (~1.3) is true requires seeing how
FRM-properties relate to justifying reasons. Assumimg)(as we a
that justifying reasons are facts, we can express the relation like this:
a propertiis an FRM-property iff a token action’s justifying reason
is the fact in which the action po$sEéssexample, if maximiz-
ing expected hedonic value is the one and only FRM-property, then
what would justify an action would be the fact that the action maxi-
mizes expected hedonic value.

The second step toward seeing that (~1.3) is true requires rec-
ognizing that the following conditional is alsd-iruanIFRM-
property just in case a token action’s justifying reason is the fact in
which the action possésslesn, on pain of incoherence, should
Fbe an FRM-propefygannot be identical to being right. To see
why this conditional is true, suppose that a tokap@stesses
an FRM-property.apossesses an FRM-property, then there is a
fact in whichipossess an FRM-property and, what is more, that fact
justifies If the fact in whialpossesses an FRM-property is what
justifies, then, trivially, some fact justfi@sd if some fact justi-
fiesa themais justified. Sds possessing an FRM-property results
in there being two facts: the fact in ajpadsesses the FRM-
property and the fact this justified. As explained above, how-
ever, we cannot identify the two facts. For, to do so would amount
to claiming that that which jussifegdentical to the fact ehat
is justified, which is incoherent. So, the fact apebggsses an
FRM-property cannot be identical to the fads fhatified. But
the token action in both facts is one and the same a&tion, viz.,
Consequently, if the properties in the two facts should also be one
and the same property, then the facts themselves will be one and the
same fact. To see this, suppose that it is a fact that a token organism
ois arontosauamsl it is also a factalbmpatosaurideing
aBrontosauisigdentical to beingApatosayrtien the fact that
ois aBrontosauaisl the fact tleais arApatosauers the same
fact—the fact just involves a property (viz., being a member of a
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certain natural kind) picked out by two property-terBraisiis a
tosaurusnd ‘is aApatosaursit the facts are identical nonethe-

less. By parity of reasoning, then, if an FRM-property is identical
to being justified, then the fact that justifies our tokansaction
identical to the fact taas justified, which is incoherent. So, on

pain of incoherence, no FRM-property can be identical to the prop-
erty of being justified; and since being right and being justified are
one and the same property, it follows that no FRM-property can be
identical to being right. Premise (~1.3) follows. Having already es-
tablished (~1.1) and (~1.2), we can now validly infer that identifying
the property of being right with an FRM-property leads to incoher-
ence. Since (1) implies, to the contrary, that identifying the property
of being right with an FRM-property is coherent, we can conclude
that (1) is false. Since (1) is false, Byron’s objection tp&Rd*) fails
since Jackson’s view of properties, when applied to ni@s| proper
implies (1), we can also conclude that Jackson’'s view of properties
fails to account for moral properties, which ultimately casts a dubi-
ous light upon Jackson’s moral reductionism.

Finally, we can see why (P4*) is true. The particular explana-
tory relation cited in (P4*) prevents identifying the property that
explains an actasbeing right with the property of being right,
since (i) the property that expddirseing right is, roughly put,
the property whose possessios What justifigdéand (ii) being
right and being justified are one and the same property. For, if (i) the
property that explaassbeing right is (roughly put) the property
whose possessioaifyvhat justifiaand (ii) being right and being
justified are one and the same property, then to identify the property
that explair@s being right with the property of being right entails
identifying that which justdi@sth ds being justified, which is
incoherent. So, the particular explanatory relation, cited by (P4*)
between the property that makes an action right and the property of
being right makes it impossible to identify these two properties, in
which case not only is (1) is false, but (P4*) is true.

1f justifying reasons are facts, it would be more precise to say this: the prop-
erty that explains an a@®heing right is the property whose possession by
results in the fact that justfi€kis degree of precision is not required for the
point being made in the text.
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Conclusion

In an earlier article, | argued that if the causal theory of reference is
true, then, on pain of absurdity, no normative ethical theory is true
(Long 2012). Michael Byron has objected to my argument—specifi-
cally, to the premise | have labelled ‘(P4*)—by appealing to Frank
Jackson’s moral reductionism. My defense of (P4*) istessentiall
Byron fails to appreciate the particular explanatory retation, cite

in (P4*), between the property that explains an action’s being right
and the property of being right and that by getting clearer on this
relation, we see not only that Byron’s objection fails, but that (P4%*)
is both true and calls into question Jackson’s account of moral prop-
erties and thus Jackson’s moral reductionism. What is more, we can
once again conclude that if the causal theory of reference is true,
then no normative ethical theory 8 true.

Joseph Long
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Brockport, NY 14420
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Abstract

Throughout his philosophical career, Michael Dummett held firmly
two theses: (I) the theory of meaning has a central position in phi
losophy and all other forms of philosophical inquiry rest upon semantic
analysis, in particular semantic issues replace tradjptoysitahet

issues; (I1) the theory of meaning is a theory of understanding. | will
defend neither of them. However, | will argue that there is an impor
tant lesson we can learn by reflecting on the link between linguistic
competence and semantics, which | take to be an important part of
Dummett’s legacy in philosophy of language. | discuss this pointin rela
tion to Cappelen and Lepore’s criticism of Incompleteness Arguments.

Keywords
Sematics, pragmatics, metaphysics.

1 Dummett’s legacy: semantics and metaphysics

Throughout his philosophical career, Michael Dummett never gave
up two main theses:

() The theory of meaning has a central and foundational place in
philosophy.

(1) The theory of meaning is a theory of understanding.

Thesis (1) is the climax of the linguistic turn started with Frege and
adopted later by logical positivists. It is the view that metaphysical
issues must be resolved, or dissolved, by recourse to the theory of
meaning. Contrary to positivists, who dismissed metaphysical issues
either as nonsense or as issues concerning no matters of fact and re-
ducible to pragmatic choices between different languages, Dummet
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reinterpreted metaphysical disputes as disputes concetiming the t
conditions of sentertiddhether one is justified to be a realist in
some area of discourse depends on whether one is justified to assign
realist truth conditions to sentences in that area of disceurse, i.e. bi
valent, epistemically transcendent truth conditionsc lciaigdist

gories are also the starting point for the analysis of formal ontological
notions. For example, the formal not®Edd té B&\inderstood

in terms of the notion of reference of singular terms—with the no-
tion of singular term to be explained on the basis of characteristic
behaviour in syntactic and logical operations on sentemcges containi
singular termDummett gave the philosophy of language a foun-
dational role. If metaphysical issues are reformulated as questions
about the structure and content of language, only the philosophy of
language can provide the analysis of such structure.

Nowadays many, perhaps most, philosophers reject the founda-
tional role of the philosophy of language and claim a substantive and
autonomous role for metaphysics. They regard metaphysics as that
part of the philosophical inquiry that is engaged to discover objec-
tive characteristics of reality and not the fundamental features of our
thought about reality.

Thesis (1) is also central in Dummett's philosophy and struggle
against semantic realism. According to Dummett, the theory of
meaning must be tripartite in (a) a theory of reference, (b) a theory of
sense and (c) a theory of*fdtee theory of reference determines
recursively the conditions for the application to each sentence of that
notion which is understood as the central notion in the explanation

1 See Dummett 1978: xI: ‘The whole point of my approach to these problems
[the disputes concerning realism] has been to show that the thegry of meanin
underlies metaphysics. If | have made any worthwhiierctmpitildsophy,

I think it must lie in having raised this issue in these terms.’

2See Dummett 1981. For a discussion of this point, see Wright 1983:53-64.

3See Dummett 1976: 127: ‘Any theory of meaning was early seen as falling
into three parts: the first, the core theory, the theory of referetigeiiseco
shell, the theory of sense; and thirdly, the supplementary partyobthe theor
meaning, the theory of force... The theory of reference detersiusds recu
the application to each sentence of that notion which is taken as central in th
given theory of meaning... The theory of sense specifies whahiatinvolved i
tributing to a speaker a knowledge of the theory of reference.’
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of meaning. The theory of sense specifies what is involved in ascrib-
ing the knowledge of the theory of reference to speakerg. The theo
of sense is a theory of understanding that specifies that in which the
knowledge of the theory of reference ¢asitts.knowledge of
the theory of reference is an implicit form of knowledge, the theory
of sense must correlate the knowledge of each theorem of the theory
of reference with a practical linguistic’&hilitynett’s criticism
of semantic realism is that the classical notion of truth cannot serve
as the central notion in the explanation of meaning, since it makes
it impossible to construct a proper theory of sense. This is to say
that one cannot specify what is involved in ascribing to speakers the
implicit knowledge of the theorems of a classical two-valued seman-
tics, which assigns epistemically transcendent trutts ¢onditio
sentences.

Dummett’s argument against semantic realism isTKkm®wn as
Manifestation Arglandrtias the form kductfo

1. Knowledge of meaning is knowledge of classical truth
conditions.

2. Knowledge of meaning consists in the capacity to recognize, if
appropriately placed, whether or not truth conditions obtain.

3. Classical truth conditions are such that, if actualized, they
need not be recognizably so.

4. Knowledge of meaning is not knowledge of classical truth
conditions.

4 See Dummett 1975: 99: ‘A theory of meaning is a theory of understanding.’

5See Dummett 1976: 72: ‘We may therefore require that theawlplicit kn
edge which he [the speaker] has of the theorems of the theory of meaning which
relate to whole sentences be explained in terms of his ability to employ those
sentences in particular ways... The ascription to him of & grasmefgbv-
erning the words is a means of representing his derivation of thieasdanin
sentence from the meanings of its component words, but his fkin@vledge o
axioms need not be manifested in anything but the employment ef the sentenc

51 borrow this presentation of the manifestation argument from Tennant
(1987).
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According to premise 2, every speaker who knows the meaning of a
sentence S must be able to recognize that its classical truth conditions
obtain whenever they obtain. But S’s classical truth conditions might ob
tain without being it possible to know that this is so. Therefore, there
is no guarantee that the knowledge of S’s meaning consists in a capacity
that can be ever exercised. This is an absurd consequence, since to have
a capacity is to be able to do something that can be done. Nobody pos
sesses a capacity to do anything that cannot be done. Dummett drew the
conclusion 4, which is the negation of premise 1, i.e. of semantic realism.
The argument rests on premise 2, which is a consequence of thesis
(). Thesis (I1) is known am#refestation consinaiiis Dummett's
explication of Wittgenstein's sloganedhaing is lisexpresses the
view that the theory of meaning must include the theory of sense, which
specifies that in which the knowledge of meanirid>consists.
said that a theory that meets the manifestation constraint specifies not
only what speakers know, when they know the meanings-of the expres
sions of the language they speak, but also that in which such knowledge
consists, in such a way that one would acquire the knowledge of the
meanings of the expressions of the language under study, were one
taught the practical abilities that the theory of sense is caked to descri
The manifestation constraint has a constitutive import. & regards lin
guistic behaviour as something in need of analysis. Linguistic behaviou
is analysed in order to determine the complex of linguistid¢ abilities tha
constitute the mastery of the language. To know that a certain expres
sion has a certain meaning is to be able to make a certain use of that ex
pression and the theory of meaning must describe such patterns of use.
Some philosophers have rejected Dummett's Manifestation Argu
ment by rejecting thesis (I1), with its constitutive signiyerad. Th
that the ascription of the implicit knowledge of the theory, which for each
sentence specifies its classical truth-conditions, aenaseiptioth

7 See, for example, Dummett 1977: 376: ‘An argument of this kind is based
upon a fundamental principle, which may be stated briefly, innfdittgenste
terms, as the principle that a grasp of the meaning of an expression must be
exhaustively manifested by the use of that expression and hetitgenust co
implicit knowledge of its contribution to determining the camidigidruth
of a sentence in which it occurs; and an ascription of imulgt husivid-
ways be explainable in terms of what counts as a manifestationdgfethat knowle
namely the possession of some practical capacity.’
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of internal states and allows for testable predictions about speakers’ |
guistic behaviour. They reject Dummett's manifestatidnticanstrain
semantics (theory of reference)—the core part of the theory of mean
ing—must be associated with a theory of understanding—the theory of
sense—that provides an analysis of linguistic behaviosithieat isolate
patterns of linguistic abilitiesdhatitutee implicit knowledge of the
semantic thedry.

| will not defend Dummett’s theses (1) and (I1). | agree that there is
a division in the philosophical labour between metaphysicians and phi
losophers of language, and that the philosophy of language does not have
a foundational role in respect of other philosophical fields. | also agree
that the Manifestation Argument can be blocked by rejecting the con
stitutive constraint. However, | will argue that there is a canstraint th
makes the link between linguistic competence and semantics more inti
mate than some philosophers believe. | take this constraint to be part of
Dummett’s legacy in the philosophy of language. | will address the point
by discussing Cappelen and Lepore’s criticism of Incompleteness Argu
ments. | will claim that despite the fact that they recognize a division
in the philosophical labour between metaphysicians and philosophers
of language, their criticism of Incompleteness Argumenisdyis mistake
grounded on an underestimation of the connection between linguistic
competence and semdntics.

8 Dummett goes on to argue that classical semantics is not asequate becau
there are no linguistic abilities that constitute implicit&onbefestgmically
transcendent truth conditions. See Dummett 1991: 303: ‘Ahsemyamiy t
be criticised on the ground that it cannot be extended to a coherant or workabl
meaning-theory at all; and since, by definition, a semantic theorgxean b
tended, this criticism amounts to saying that it is not, afteinallsengeniic
theory.

° It is worth noticing that | will not draw any conclusion against classical
bivalent semantics. To the extent that | defend the Incompletemess Argum
against Cappelen and Lepore’s criticism, | draw a conclusiomaajéEnst Mi
in semantics, and in favor of Contextualism. | mention Dummett’s view to a
gue that theoretical reflections on speakers’ linguisticeamgditeguistic
practice put some constraints on semantics and that Minimaliatisiyoes not s
such constraints. In this paper | use ‘Minimalism’ in the sampsdare as Ca
and Lepore (2005: 1) use it. On Cappelen and Lepore’s view there are few ex-
pressions that are context sensitive, and such expressionBasmngedb the
genuinely context sensitive expressions: indexicals (iiptdemnditisat’),
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2 Incompleteness arguments

Contextualists employ Incompleteness Arguments to maintain that
certain expressions are context sensitive. Consider the following
sentence:

(1) Bradley is tall.

An Incompleteness Argument starts from the premise that if one
takes (1) in isolation from the information available in the context of
utterance, then one is unable to truth evaluate (1). It is only if one
takes account of contextual information that utterances of (1) are
truth evaluable. For example, in the course of a conversation about
the physical characteristics of presidential candid&es)dbde ut

of (1) is true if and only if Bradley is 180 cm tall or over, i.e. tall in
respect of the average height of the presidential candidates. Whereas
in the course of a conversation about great NBA centers, the utter-
ance of (1) is true if and only if Bradley is 205 cm tall or over, i.e. tall
in respect of the average height of great NBA centers. This line of
reasoning leads to the conclusion that there is no invariant proposi-
tion, i.e. the proposition that Bradleyssiplicitevhich utter-

ances of (1) express in all contexts. On the other hand, one has the
intuition that there are both the proposition that Bradley is tall as
compared with the class of the candidates to the presidency and the
proposition that Bradley is tall as compared with the class of great
NBA centers, which are the propositions expressed by utterances
of (1) with the help of the information available in the context of
utterance. In general, then, a successful Incompleteness Argument
gives evidence that there is no invariant proposition that a sentence S
expresses in all contexts of utterance. If, in addition, this conclusio

adverbs (‘here’), adjectives (‘actual’) and contextuals @diheemgantic

context sensitivity is grammatically (i.e. syntacticalljhemicelty) trig-

gered. | use the term ‘Contextualism’ in a very broad sense whiulflscomprehe
indexicalism a la Stanley (2007), according to which the Basiaehgt of genui
context sensitive expressions is much larger than Cappelen ard Lepore thin
but all context sensitivity is linguistically triggered (icathferogif not in

the grammatical form) and pragmatism a la Carston (200QD8)rdes (2

canati (2011), according to which the Basic Set is even larger aext not all cont
sensitivity is linguistically triggered, but a large paotvefsitfiee pragmatic
processes.
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is accompanied with the intuition that in each context of utterance S
expresses a truth evaluable content relative to the contextual infor-
mation, then an inference to the best explanation of that intuition
leads to the conclusion that S (some expressions occurring in it) is
context sensitive. For example, the intuition that the truth condi-
tions of (1) and the propositions expressed by it vary, when the con-
texts of utterance vary, is explained within a theory that treats ‘tall’
as a context sensitive expression.

3 Cappelen and Lepore’s criticism of incompleteness arguments

Cappelen and Lepore (2005) reject Incompleteness Arguments be-
cause, in their view, arguments of that kind aim at establishing a
metaphysical conclusion about the existence of entities that might
figure as constituents of propositions, like the property of being tall
simplicitem the basis of psychological data. Psychological data, how-
ever, have no bearing on metaphysical issues. Cappelen and Lepore
say that typically an incompleteness argument amounts to the fol-
lowing claim:

Consider the alleged proposition that P that some sentence S semanti-
cally expresses. Intuitively, the world can't jusitriptidier he

world is neither P nor not P. There’s no such thing as P’s being the case
simpliciteknd so, there is no such proposition.

So, for example, consider ‘Al is ready’. Some authors contend that it
is just plain obvious that there isn't any such thing as Al's being ready
simplicitdCappelen and Lepore 2005: 11)

Their presentation of incompleteness claims has unequivocally a
metaphysical import. Cappelen and Lepore argue that those phi-
losophers, who make use of Incompleteness Arguments to support
Contextualism, are guilty of conflating metaphysical issues with li
guistic ones. The data about speakers’ dispositions to truth evaluate
sentences in their contexts of utterance might be revelatory about
psychological facts and facts about communication, but have no
weight for metaphysical inquiries on what entities exist.

| claim that Cappelen and Lepore’s criticism of Incompleteness
Arguments reveals their misunderstanding of the real nature of such
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arguments and, consequently, their underestimation otthe real for

of the arguments of that kind. Consider Taylor’s illustration of an
incompleteness argument. Discussing the structure of the semantic
content of utterances of (2):

(2) Itis raining.
Taylor says:

[(2)] is missing no syntactic sentential constituent, nohétheless, i
semantically incomplete. The semantic incompletenest te manif

us as a felt inability to evaluate the truth value of an uttdrance of [(2)
the absence of a contextually provided location (or range of locations).
This felt need for a contextually provided location has its source, |
claim, in our tacit cognition of the syntactically unexpresaed argume
place of the verb ‘to rain’. (Taylor 2001: 61)

Leaving aside Taylor's own view about the semantics wf the verb °
rain’, which goes along the linestgidden Indexical THegry

lor's idea of incompleteness is that if a sentence givéstrise to a
inabilityo truth evaluate its utterances independently of contextual
information, then the sentence contains some context sensitive ex-
pressions. As said above, Cappelen and Lepore’s criticism is that an
argument such as Taylor's must be rejected because psychological
facts about how speakers feel about the truth evaluation of sentences
have no weight on metaphysical questions about what entities exist.

4 The real goal of incompleteness arguments

| will not raise questions about the truth of Cappelen and Lepore’s
claim that psychological facts have no bearing on metaphysical ques-
tions. | will argue, instead, that the truth of this claim is beside the
point, because an incompleteness claim is not a metaphysical claim
on the existence of this or that entity. Incompleteness Arguments do

10 The quotation from Taylor serves to highlight the idea that @ incomplet
ness argument starts from a premise that registers thelspesiiktis’
truth evaluate some utterances independently of cootexati@ninNoth-
ing in the quotation from Taylor gives evidence in favour of Cappelisn and Lepore
reading of Incompleteness Arguments according to which al metaphysic
sion about the existence of certain entities follows from that premise.
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not provide evidence against the existence of certain entities, which
might figure as constituents of propositions, but against the idea
that such entities, if any, can be semantically associated with words
as their semantic contents. | hold that an incompleteness claim is a
significant claim in respect of linguistic competence and theoreti-
cal considerations about linguistic competence do hav@esonsequen
for semantics (so | will argue). For example, the conclusion of an
incompleteness argument concerning the adjétts/adtaliat
the property of being satpliciteloes not exist, because speak-
ers are unable to truth evaluate the sentence (1) independently of
contextual information. One might agree with Cappelen and Lepore
that the existence and possibly the account of the property of being
tall simplicités a matter for metaphysicians not for philosophers of
language. | claim that the conclusion of the incompleteness argu-
ment is that a semantic theory, which assigned the property of being
tall simplicitéo the adjective ‘tall’ as its semantic value, would be
incompatible with any account of linguistic competence, according
to which to learn the meaning of an expression and to be competent
about its use is to be able to use that expression insofar as that expres-
sion is governed by a semantic norm (or by a semantic property with
a normative import). Such a semantic theory could hardly have any
theoretical interest for an overall theory of language use and lingu
tic behaviour. | shall elaborate on this point.

Cappelen and Lepore argue that the felt inability to truth evalu-
ate a simple sentence like ‘Bradley is tall’ offers no positive evidence
against the view that the property of besmgpiaditexists and

11t is not the aim of this paper to defend contextualism about this or that
expression. If one says to have the intuition that the sentgrisealiBaadle
‘the leaves are green’ have determinate truth conditionstinadégente=nr
tual information, that is fine to me with regard to the purpose of this paper and |
will not argue to the contrary. The aim of this paper is to defeteni@sempl
arguments from Cappelen and Lepore’s criticism. One might change the exam
ples | discuss with others involving different sentenceat Nappeldn and
Lepore do not question the premise that speakers are not able taiavaluate cert
sentences independently of contextual information. Thuey, ihé&eedo
choose one of those sentences. Cappelen and Lepore grant that premise but argue
that incompleteness arguments are illegitimate becauséetipegncizeda
that register psychological data with metaphysicahsdnahgsie that the
conclusions of incompleteness arguments are not metaphysical at all.
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is the semantic content of the adjective ‘tall’. On the one hand, Cap-
pelen and Lepore acknowledge that the question of giving an analysis
of the property of beingdiatipliciter an account of what makes
something tadlmplicités a difficult problem, but one for meta-
physicians, not for semanticists. On the other hand, Cappelen and
Lepore (2005: 164) hold that semanticists have no diffioulty at all t
say which proposition the simple sentence ‘Bradley is tall’ expresses:
it is the proposititrat Bradley is tédir have semanticists any dif-
ficulty to tell the truth conditions of the simple sentence ‘Bradley is
tall: ‘Bradley is tall’ is true if and only if Bradley is tall

| claim that Cappelen and Lepore’s confidence in disquotational
truth conditions betrays their underestimation of Incanpletenes
Arguments. A semantic theory for a language L aims to capture the
semantic properties of the expressions of L. The point, which is rel-
evant to our discussion, is that a semantic theory must be related
to linguistic competence. This is so not only for those philosophers
who hold that a semantic theory is a theoretical representation of
the implicit knowledge of the language, which competant speaker
possess. It is so also for those philosophers who reject the view that
a semantic theory is a theoretical representation of what competent
speakers implicitly kAadimdeed, a semantic theory for L cannot
be fully assessed in isolation from questions related to how L-ex-
pressions are bestowed with their semantic propertiesitand to wh
L-speakers typically do, whenever they are regarded as competent in
the use of L, especially questions as to whether the litiggistic abili
they manifest count as governed by semantic normative principles.

12See, for example, Devitt 1981: 93: ‘What need explainiygabasieall
verbal parts of human behaviour. In explaining these, we musrtdtnibut
properties (for example, being true and referring to Socratesyptoahe soun
inscriptions produced, and certain other properties (for exastpledimgde
“Socrates”) to the people who produce those sounds and ingcs[stions.” Se
Devitt 1999: 169: ‘Linguistic competence is a mental state, qgfasipsnison
to explain his linguistic behaviour; it plays a key role—althoughisegt, of co
the only role—in the production of that behaviour. Linguistic symbols are th
result of that behaviour; they are the products of the competense, its output
A theory of a part of the production of linguistic symbols is not aetheory of th
products, the symbols themselves. Of course, given the causaieetation be
competence and symbols we can expect a theory of the one to bear on a theory of
the other. But that does not make the two theories identical.’
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Suppose a semantic theory for, say, English contains a disquotational
principle like the following, which arguably captures what Cappelen
and Lepore have in mind, when they say that the semantic content of
‘tall’ is the property of beingstalplicitand that semanticists have

not difficulty at all to tell the truth conditions of ‘Bradley is tall’ and
which proposition it expresses:

(A) For any objexttall’ applies in Englislotband only @
is tall.

The point | want to stress is that it is theoretically significant for that
semantic theory that an account is available about how the linguistic
abilities of competent speakers count as governed by the principle
(A). It is also theoretically significant that an account is available
about how it comes that the word ‘tall’ has the semantic property
of applying to all and onlysi@iplicitebjects. If there is evidence
that no account of that kind is available, then there is evidence that
the semantic theory in question is on a wrong track. As Michael De-
vitt (2007: 52) says, semantic contents are not “God given”, but as
conventions need to be established and sustained by regular uses.
Words cannot have the semantic contents they have independently
of the linguistic behaviour of competent speakers. Otherwise, it is
impossible to explain how words get associated with their semantic
properties and how such associations are learned (and transmitted)
by being exposed to the linguistic practice. Moreover, a semantic
theory that does not enable us to describe the linguistic behaviour as
subject to semantic principles with a normative import is scarcely of
any interest for an overall account of language use.

| claim that the gist of Incompleteness Arguments is not that cer-
tain entities, such as the property of beiingptedifedo not ex-
ist. Rather, it is that such entities, if any, cannot be the semantic
contents of words. A semantic theory that assigned such entities to
words, as their semantic contents, would be incompatible with any
plausible account of language learning and language ynderstanding
according to which by learning and understanding a language, we
learn and understand expressions as governed by semantic principles
with normative import.

Consider one of Travis’ (1997) favourite examples. A speaker ut-
ters the sentence (3):
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(3) The leaves are green.

speaking of a Japanese maple, whose leaves are naturally russet but
have been repainted green. In a context of utterance in which the
speaker talks with a photographer, who looks for a green subject,
the speaker is taken to tell the truth. In another context of utterance
in which the speaker talks with a botanist, who is interested in the
natural colour of the plant, the speaker is not taken to tell the truth.
The point that an incompleteness argument brings out is that com-
petent speakers feel unable to truth evaluate utterances of the sen-
tence (3) independently of the information available in the context
of utterance. This result means that the linguistic abilities that are
required for the mastery of the word ‘green’ cannot be construed as
governed by the semantic norm expressed by the following disquo-
tational principle:

(B) For any objertgreen’ applies in Englishitand only if
ois green.

The reason why linguistic competence cannot be so construed is that
the linguistic practice cannot be guided by such principle. As a mat-
ter of fact, the principle (B) states conditions of the application for
‘green’ that competent speakers are never able to track, as testified
by their felt inability to truth evaluate sentences such as (3) indepen-
dently of contextual information. To put it another way, the prin-
ciple (B) specifies the semantic content of the word ‘green’. Hence,
the principle (B) states a norm about the use of ‘green’. it is correct
to apply ‘green’ to all and only gnegaticitebjects. Incomplete

ness Arguments show that the norm that the principle (B) states is
not applicable, because nobody in the linguistic community is able to
tell when it applies and when it does not. Since norms must be ap-
plicable, the conclusion follows that the principle (B) states no norms
at all and, therefore, cannot be a semantic principle. The principle
(B) does not play the normative role that is constitutive of semantic
principles.

The consequence of Cappelen and Lepore’s view is more radical
and damaging than the view held by externalists such as Putnam
(1975). Externalists hold that semantic properties arenobjective i
the sense that words have their semantic properties independently
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of explicit knowledge and discriminating abilities, which speaker
or the linguistic community as a whole possess. In 1750, ‘water’ in
Twin Earthian English referred to XYZ even though nobody knew
the chemical composition of the liquid stuff on Twin Earth and no-
body could discriminate XYZ frgn Ekternalism has the conse-
guence that semantic norms might elude even the most expert speak-
ers of the community. In 1750, nobody could have been in a position
to correct an application of the Twin Earthian word ‘wigder’ to H

Had a Twin Earthian speaker talked to an Earthian speaker, they
would have misunderstood each other, one speaking of XYZ and the
other of HD. As Marconi (1997: 88) remarks, that would be a mis-
understanding of a very peculiar kind, since nobody in the linguistic
community could have pointed it out.

It is not my interest here to take side with externalists and de-
fend their view from Marconi’s criticism. Rather, my interest is to
highlight the difference between externalism and the radical posi-
tion that issues from Cappelen and Lepore’s view. Externalists hold
that semantic properties are unaffected by explicit knowledge and
discriminating abilities. Semantic properties are deterenined by c
tain factual, causal connections to the world. Externalists, howeve
do have an account of how words are bestowed with their seman-
tic properties, which rests on baptismal ceremonies and, above all,
multiple groundings. A word has the reference it has because most
significant referential practices, as a matter of fact, arehelated t
reference. This means that there are favourable—contextually fa-
vourable, not epistemically or cognitively favourabletascsa-cums
es in which Twin Earthian competent speakers believe, and believe it
truly, that the conditions for the application of ‘waterfiace satis
This confers the following principle:

(C) ‘water’ refers in Twin Earthian English to XYZ.

its normative role, although it might elude even the most expert
speakers in the whole community, when they are not in a contextual
favourable position (say an expert Twin Earthian speaker has been
transported to Earth). Therefore, there are favouraBtawocum

es in which Twin Earthian competent speakers are disposed to truly
assent to the sentence ‘that is water’ and to correctly truth evaluate
other sentences containing the word ‘water’.
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Incompleteness Arguments show that competent speakers are
never disposed to truth evaluate sentences containing certain words
independently of contextual information. For example, there are no
circumstances in which competent speakers are disposed to truth eval
uate ‘Bradley is tall’ independently of contextual information. This
means that competent speakers are never able to track instances of
the property of being sathpliciteFhis fact prevents any semantic
theory from ascribing the property of besmgpkditer the adjec
tive ‘tall’ as its semantic content by means of the principle (A), because
competent speakers are never able to tell when the conditions for the
application of ‘tall’, as captured by the principle (A), arewsdtisfied. S
semantics is not compatible with any account of how the adjective ‘tall’
is bestowed with its semantic property and of how such semantic prop
erty exerts a normative role over the linguistic practice.

5 Cappelen and Lepore’s charge of verificationism

Cappelen and Lepore (2005: 164-5) take into consideration this
form of resistance to their rejection of Incompleteness Arguments.
They respond that semantics is not in the business of telling what the
world is like. Therefore, semantics is not in the business of telling
whether, say, the utterance of the sentence ‘Uma Thurman has red
eyes’ is true or not. The fact that a semantic theory for a language
L does not instruct L-speakers to ascertain the truth value of L-sen-
tences is not a defect of the semantic theory. Cappelen and Lepore
remind us that it is trivial that a proposition with a determinate truth
value is expressed by a felicitous utterance of the sentence ‘100,000
years ago an insect moved over this spot’, although we have no idea
whether it is true or not and no idea how to find out whether it is
true or not. Thinking otherwise, they say, would be to indulge in
verificationism.

| find Cappelen and Lepore’s response mistaken. The accusation
of verificationism misses the target of our discussion. | agree that
theorists, who do not adhere to verificationism, do not identify the
knowledge of the proposition expressed by the utterance of a sen-
tence with the knowledge of a method for its verification. Theorists,
who are not verificationists, agree that competent speakers fully un-
derstand the proposition expressed by the utterance of the sentence
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100,000 years ago an insect moved over this spot’ without being
in a position to verify whether it is true or not. On the other hand,
also theorists who are not verificationists cannot ignoresquestions a
to how that sentence got the content it has and what linguistic abili-
ties distinguish people who understand it from people who do not.
Notice that | am not claiming that it is a task for semantics to find out
answers to those questions. My claim is that a semantic theory must
be compatible with an account that provides such answers.

A theorist, who is not a verificationist nor a semantic antireal-
ist and takes the sentence ‘100,000 years ago an insect moved over
this spot’ to depict an epistemically inaccessible state dof affairs, wil
not hold that the understanding of such sentence is manifested by
the capacity to tell whether its truth conditions are satisfied or not.
Nor can the understanding of the sentence ‘100,000 years ago an
insect moved over this spot’ be traced back to the ability to explicitly
formulate the disquotational truth-corf@@@®A00 years ago an
insect moved over this spot’ is true if and only if 100,000 years ago an insect
moved over this spot (over the dempfstritedsisppl reason
that many competent speakers are not able to do so. One option left
is to say that a criterion for understanding is that one understands
the sentence 100,000 years ago an insect moved over this spot’ only
if one understands the single expressions that form thedsentence
the syntactic structure of the sentence. The question lavises as t
the understanding of the single expressions is manifested.

It has been argtidigiat linguistic competence has two compo-
nents, one inferential and the other referential. The inferential com
ponent consists in the ability to manage a network of connections
among words. For example, we recognize as competent speakers
those people who manifest the disposition to make the inference
from, say, ‘A is an insect’ to ‘A is an animal’, or are able to give a
definition of ‘insect’, or are able to find a synonym for ‘insect’, or
are able to retrieve the word ‘insect’ from its definition, etc. The
referential component consists in the ability to map words to the
world. For example, the disposition to give the assent to the sentence
‘that is an insect’ in presence of an insect or the abilitlyto correct
obey an order such as ‘point at an insect’. This account of linguistic

B See Marconi 1997.
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competence together with the assumption, arguably shared, that the
competence in the use of the expression ‘insect’ requires both refe
ential and inferential abilities demands that the followlgrg princip

(D) For any objextinsect’ applies in Englighftand only if
0is an insect.

assign the expression ‘insect’ a kind as its semantic content such that
there must be circumstances, at least in favourable contextual condi-
tions, in which competent speakers believe—and believe it truly—
that it is instantiated. Otherwise, no matter what the linguistic com-
petence in the use of the word ‘insect’ turns out to be, it is detached
from the normative role of the principle (D). The result is that one
gets a semantics that is useless for an overall theory of language use,
since it prevents us from accounting for the linguistic practice as
governed by semantic principles with normative roles.

This is the constraint that a theory of linguistic competence poses
on semantics: the linguistic practice in the use of a language L needs
to be taken as the manifestation of the understanding of L-expres-
sions as governed by semantic principles with normative roles. The
point of Incompleteness Arguments is that a semantic theory, which
employs principles such as (A) and (B), violates such constraint. In-
completeness Arguments start with the premise that speakers are
never able to believe that the property of bgimglteiter the
property of being greenplicitare instantiated, i.e. that the con-
ditions for the correct application of ‘tall’ and ‘green’, ashyapture
the principles (A) and (B), are satisfied, because competent speakers
have no beliefs about the truth value of simple sentences like ‘Bradley
is tall’ or ‘the leaves are green’ independently of contextual infor-
mation. Hence, the linguistic practice of competent speakers shows
that their understanding of ‘tall’ and ‘green’ is not governed by the
principles (A) and (B).

Analogous considerations show that learning the mastery of ‘tall’
and ‘green’ cannot amount to learning the meaning of words as
governed by the principles (A) and (B). Arguably, we pick up the
meaning of expressions, like ‘tall’ and ‘green’, by being exposed to
assertions of simple sentences, like ‘Bradley is tall’ and ‘the leaves
are green’. Incompleteness Arguments show that assettgons of simp
sentences, such as ‘Bradley is tall’ and ‘the leaves are green’, canno
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be the expression of the belief that Bradlsymipli@tiind the

leaves are gregmplicitdre. the belief that the conditions for the
application of ‘tall’ and ‘green’, as captured by the principles (A) and
(B), to Bradley and to the leaves are satisfied. As a matter of fact,
competent speakers have no beliefs about the truth value of those
sentences independently of contextual information. ticine asser

of simple sentences like ‘Bradley is tall’ and ‘the leaves are green’ are
not the expression of the belief that the conditions for the applica-
tion of ‘tall’ and ‘green’, as captured by the principles (A) and (B), to
Bradley and to the leaves are satisfied, whatever one learns through
the exposure to assertions of that kind is not a mastery of words as
governed by semantic norms expressed by the principles (A) and (B).

6 Two final clarifications

The premise of an incompleteness argument registers the fact that if
speakers do not take into account the contextual information, they
have no beliefs about the truth value of sentences such as ‘the leaves
are green’. | argued that an incompleteness argument moves from
that premise to the conclusion that the property of baing green
pliciteiif any, cannot be the semantic content of the adjective ‘green.
The point is semantic, not metaphysical. If speakers do not have any
beliefs about when the property of beingig@eitapplies to

objects, then they do not have any beliefs about when the conditions
for the application of ‘green’, as captured by the axiom (B), are satis-
fied. This fact makes such axiom normatively idle.

One might raise the following objection. It might well be that
speakers have beliefs about the truth value of sentences such as ‘the
leaves are green’ only if they take into account the contextual infor-
mation. However, this does not entail that the adjective ‘green’ has
no invariant semantic content, i.e. a semantic content that is inde-
pendent of context. One might say that whenever a speaker believes
that the sentence ‘the leaves are green’ is true taking into account the
contextual information, the spgecefadbelieves that the condi-
tion for being greemplicitare satisfied, and thereby the speaker
believes that the condition for the application of ‘green’, as captured
by the axiom (B), are satisfied.

An objection like this one is the obvious consequence of combining
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the minimalist view in semantics with a modest metaphysical ac-
count of the property of being gnexaticitéfrhe axiom (B)

(B) For any objecgreen’ applies in Englighiftand only o
is greersimplici}er

is combined with the following modest account of what it takes to be
greersimpliciter

For any objegtois greesimplicitérand only dflooks green
on some surface under some circumstances.

Cappelen and Lepore do not explicitly defend such metaphysical
view. They coherently refuse to be committed to it because a de-
fense of any metaphysical theory is homework for metaphysicians
and not for philosophers of language. However, they confess their
sympathy to it when they respond to the following objection. Let
us assume that ‘the leaves are green’ is true if and only if the leaves
are green on some surface under some circumstances. Doesn't that
make it very, indeed, too easy to be green? Doesn't that make, say,
the White House green? Cappelen and Lepore respond that when
we think hard about what it is to be green, maybe that is all it takes
to be green. If so, then it would turn out that it is not so hard to be
green. Cappelen and Lepore say that whether one finds this picture
congenial or not it is not a problem that arises because of views one
might hold about the context sensitivity of ‘green’.

Thus, Cappelen and Lepore’s response is that the above objection
confuses a metaphysical issue with a semantic one. My counter-reply
is that the above objection has a semantic reading. If what it takes
to be greesimplicités to look green on some surface under some
circumstances, then any abiegreesimplicitdt follows that
any sentence of the form ‘O is green’ is trivially true (granted the
existence of O). Now, this picture is not in line with the normativ-
ity of semantic principles. An axiom such as (B) turns out to state
conditions for the application of ‘green’ that are alwayg-rivially sa
isfied, because it is trivially true that anything looks green on some
surface under some circumstances. This contrasts with the idea that
when we learn the meaning of ‘green’ we learn a rule that tells us
the circumstances in which it is correct to apply it apart from the
circumstances in which it is not. Indeed, a consequence of semantic
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minimalism combined with the above modest metaphysical view is
not only that it is a trivial truth that any object is green, but also that
it is a trivial truth that any object is green and red and blue and so
forth for any color. In conclusion, this picture, which combines se-
mantic minimalism with the modest metaphysical view, deprives the
axiom (B) of its normative import, and | argued that this is a flaw in
the field of semantics, not in the field of metaphysics.

The very same problem about normativity does not affect Con-
textualism in semantics, or at least some of its versions. Suppose a
contextualist theory says that ‘green’ is a context dependent expres
sion and its meaning is given by the rule that ‘green’ must be applied
to an object with respect to some contextually relevant surface un-
der some contextually relevant circumstances. Of course, selected a
surface and certain circumstances in a context, it is correct to apply
‘green’ to an object if and only if that object looks green on that sur-
face under those circumstances. It is not a trivial truth that an object
is green in this sense. For example, it is not a trivial truth that the
leaves of the Japanese maple in the photographer’s studio have been
painted green.

| dedicate a final reflection on the argument for the existence of
invariant contents that says that although they do not fit speakers’
intuitive judgments about the truth conditional content ia$ assertio
in contexts, they nevertheless play an indispensable role in commu
nication and, contrary to what some contextualists hold, they are
psychologically real.

Cappelen and Lepore maintain that irs@mantontents
play a function in the cognitive life of communicators that no other
content can playhe idea is that invariant contents have a role to
play as fallback content, i.e. the content which is guaranteed to be re-
coverable in a communicative exchange when something goes wrong
due to the fact that either the speaker or the hearer or both have an
imperfect, partial, limited, erroneous grasp of the contextual info
mation. The invariant content is that content the speaker (the audi-
ence) can expect the audience (the speaker) to grasp (and expect the
audience (the speaker) to expect the speaker (the audience) to expect
them to grasp) even if they have mistaken or incomplete contextual

14 See also Borg 2007, 2009 and 2012.
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information. Cappelen and Lepore say that the invariant content is
our defense against confusion, misunderstanding andanistakes. Ev
if the invariant content is trivially true, as in the case of an object be-
ing green on some surface under some circumstances, nonetheless it
is a starting point from which the content that the speaker intended
to communicate can be recovered. Therefore, the invargant content
are psychologically real.

My reply is that this argumenhas &equitlihe conclusion
that certain expressions are not context dependent and have an in-
variansemantontent does not follow from the premise that in-
variant contents play an important role in communication. Consider
the expression ‘I'. Nobody will put in question that ‘I’ is a context
dependent expression. ‘I’ is an indexical which Cappelen and Lepore
put into the basic set of context dependent expressions. Suppose one
overhears the utterance of the sentence ‘I have headache’ coming
from the next room without having access to the contextual infor-
mation, i.e. without knowing who is the speaker of the utterance.
This is a case in which something goes wrong due to the fact that
one has an imperfect grasp of the contextual information. Nonethe-
less, there is a content that one can understand in virtue of being a
competent speaker. One understands that the speaker of that utter-
ance has headache. That there is a unique speaker of that utterance
who suffers from headache is a content that one can grasp even if one
does not know who is the speaker, and therefore one cannot grasp
what the speaker said, i.seimantontent of that utterance. The
recovered content might play an important role. One can enter the
next room and ask who uttered the sentence ‘I have headache’ in or-
der to discover who is the speaker, and hence in order to understand
the content that the speaker semantically expressed. Adthough the
is an invariant content that one can grasp in virtue of being a com-
petent speaker, it does not follow that the expression ‘I’ is not con-
text dependent. In general, as far as indexicals and demonstratives
are concerned, competent speakers can recover invariant contents
from their characters, and such contents can play an important role
in communication. Of course, it does not follow that indexicals and
demonstratives are not context dependent expressions.

Consider now a contextualist theory that says that ‘green’ is a
context dependent expression with the rule that ‘green’ applies to
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an object with respect to a contextually relevant surface under some
contextually relevant circumstances. Suppose one overhears an ut-
terance of the sentence ‘that is green’ coming from the photogra-
pher’s studio without having access to the studio. In virtue of being
a competent speaker, one knows that what the speaker said is true if
and only if there is a contextually relevant object that has a contextu-
ally relevant surface looking green under some contexnially relev
circumstances. This is not what the speaker said. The speaker se-
mantically expressed the proposition that that Japanese maple has
the leaves repainted green. Although one cannot grasp such propo-
sition, which is tlsemantiontent of the assertion réhevered

content one understands is a starting point that might lead to grasp
the semantic content.

Thus, my conclusion is that no doubt there are invariant contents
that can be associated with certain expressions in virtue of being
recoverable from our knowledge of their meaning. No doubt such
contents are psychologically real and might play important roles in
communication. However, it does not follow that those expressions
are not context dependent.

7 Conclusions

| argued that the conclusions of Incompleteness Arguments are not
that certain entities do not exist. Those are metaphysical questions
that metaphysicians are called to answer. Contrary to Cappelen and
Lepore’s view, and no matter what metaphysicians are willing to say,
Incompleteness Arguments show that even if one acknowledges the
existence of certain entities, e.g. the property of benuidadr
and the property of being gmeplicitesuch entities cannot be
the contents that a semantic theory associates with words, because a
semantic theory so construed is incompatible with thesretical co
siderations about language learning and language understanding.
One can agree with Cappelen and Lepore on keeping issues in
metaphysics apart from issues in the philosophy of language and on
rejecting Dummett’s thesis (I). One can also agree with Cappelen
and Lepore on rejecting Dummett’s thesis (Il) and its constitutive
constraint that the linguistic competencemstiiitbe implicit
knowledge of semantics, which, in Dummett’s view, is the premise
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that leads to semantic antirealism. However, one cannot go too far,
as Cappelen and Lepore go, in detaching semantics from linguistic
competence. There is a constraint that a theory of linguistic compe-
tence poses on semantics: the linguistic practice needs to be taken as
the manifestation of the understanding of words and as the basis for
the learning of their meamsaofar dsey are words governed by
semantic principles with normative import. If certain semantic pri
ciples are not suitable for such an account of linguistic competence,
then any semantic theory that endorses them is on the wrong track. |
take this result, which points at an intimate connection between lin-
guistic competence and semantics, to be an important part of Dum-
mett’s legacy in the philosophy of language.

Massimiliano Vignolo
Dept. of Philosophy
University of Genoa

16124 Genoa, Italy
maxi@nous.unige.it
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Tim Craned KH 2 EMH F g Vthihk, @ KkRck h&eded cor-

rective to standard ways that analytic philosophers think about non-
existence. It starts from our common sense thought and talk, and
tries to carve out a position that can defend this starting point in the
face of criticism. It is well-written, a pleasure to read, and largely
clear. | would recommend it to anyone interested in the problems of
nonexistence. In 81 | sketch Crane’s central ideas about the nonexis-
tent, before turning to themes that | would like to have heard more
about. In 82, | distinguish two problems of nonexistence, showing
that whilst Crane solves one, he does not address the other. Although
Crane did not seek to address both problems, I think we should rec-
ognize that there is this residual problem of nonexistence remaining
Next (83), | argue that whilst Crane is correct to think that a nega-
tive free logic has to be rejected if we construe it as making a claim
about grammatical subject-predicate sentences, we might be able to
salvage it if we recognise a class of logical predicates. But whether
this is possible or not, depends on the solution to the unaddressed
problem of nonexistence. In the final two sections | briefly raise a
concern about Crane’s view of quantification, before making a sug-
gestion about how his view might be employed in addressing Geach'’s
problem of intentional identity.

1 Crane’s approach

Some of the things we think about exist, like Buda Castle, but some
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of the things we think about, like Hogwarts, do not. Hence there
are truths about the nonexistent, such as Lee is thinking about Hog-
warts. And yet the world does not contain more than what exists.
Tim Crane’s task is to defend and reconcile these apparently con-
flicting common sense claims.

But wait, you might think. Do we reallydhouthe nonex
istent? Surely, if | am thinking about something, there must really
be something for my thought to be about. Thinking about is, so the
objection goes, what Crane calls a ‘real’ or ‘substantiahdelation, a
so entails its relata. Certainly this suggestion is not without merit,
and even those friendly to providing accounts of empty names, such
as Mark Sainsbury (2005: 237-238), have denied that we do think
about the nonexistent. Still, Crane is correct that our thoughts are
characterized in certain ways, even when there is nothing in reality
that we are thinking of, and it seems that the English word ‘about’ is
as good a way as any to capture this phenomena. So, just as there can
be drawings and sculptbifster Pan, there can be thalghis
him too. Crane does, however, recognize that there is a real relation
in area, and he reserves the word ‘reference’ for this relation: one
can think or talk about Peter Pan, but one cannot refer to him.

| am thinking about Peter Pan; Peter Pan does not exist; there-
fore,somef the things | am thinking about do not exist. So as well
as thinking and talking about the nonexistent, we can also quantify
“over” them. It seems to be part of the data that some of the things
we think about do not exist. Moreover, for Crane, so-called exis-
tential readings of ‘there is’ sentences are semantically equivalen
to their corresponding ‘some’ sentences. This is because ‘there’ is a
semantically vacuous term, present simply because syntax requires
it. Sothere atleings we think about that do not exist. But this is not
an ontological claim, since, for Crane, nonexistents are no part of
reality in any sense. Rather, it “is simply another way of saying that
we can genuinely think about things that don’t exist” (2003: 5).

Crane’s view is, then, something of a hybrid. It resembles a posi-
tive free logic in that it allows for true seemingly simple sentences
containing non-referring terms, but it is Meinongian in that its un-
restricted quantifiers range “over” nonexistents: insfriga-logic
ditionally conceived, the quantifiers range over only existents, a
traditional Meinongian pictures allow for reference to t®nexisten
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In this way, Crane’s picture is an improvement on these rival views.
It seems to be a fact about English that there are true generalizations
about nonexistents, and | myself cannot make sense of a picture on
which we refer to, as opposed to talk about, the nonexistent, since
there are not really any.
Crane, following standard usage, reserves the symbols

for quantifying over the existents. Because Crane allows for mean-
ingful empty names, these quantifiers are subject to a free logic, and
so the rules for existential generalization and univeegannstant
need to be restricted to cases in whietn). But as we have
seen, Crane does not think the English word ‘some’ corresponds to

. Rather than ‘some’ expressing the existential quantifier, Crane
could have followed others in saying that it expresses a particular
qguantifier, , and that ‘all’ has a corresponding readihgt
ranges “over” both nonexistents and existents. Thesédgquantifiers
have classically with unrestricted particular geneaaliizatic
versal instantiation, and so allow for the move from ‘I am thinking
about Peter Pan’ ta Lee is thinking about Xx..

Despite sharing some features with other forms of neo-Meinon-

gianism, Crane’s view differs sharply in that he rejects any form of
characterization principle along the following lines

CP: Nonexistents are the way they are characterized as being by
the appropriate myth, theory, fiction, etc.

Moreover, he differs from some positive free logicians in that he de-
nies that nonexistents can have any ordinary properties such as be-
ing a horse, being a detective, or being located in space. For Crane,
these are existence entailing properties, and so cannot be had by
nonexistents.

So what truths concerning the nonexistent does Crane allow for?
For Crane these fall in to three categories. First, there are negative
existential claims such as Hogwarts does not exist. Second, there are
representation-dependent truths, examples include being thought
about, being famous, and being a fictional character. Third, Crane
allows for the truth of trivial identity statements, such as Peter Pan
is Peter Pan (although how to spell-out what a trivial identity state-
ment is is not itself trivial (2013: 165)). Crane’s task is to provide an
account of how these statements about the nonexistent can be true
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given that the nonexistent are no part of reality.

Crane offers a “metaphysical reduction” of these claims about the
nonexistent, providing truth makers for these truths, in his non-
committal, not theoretically-loaded sense of this phrase. But unlik
neo-Meinongians, he wants to do this without metaphysical extrava-
gance, and so eschews appeals to Meinongian object theory with its
reliance on impossible worlds, the distinction between nuclear and
extra-nuclear properties, or between encoding and instantiating. So
how exactly does Crane account for the truths above?

First, nonexistence claims are made true simply in virtue of the
fact that the world does not contain nonexistents. As Crane puts it,
“the falsity of ‘Vulcan exists’ is ensured by the fact that reality ...
does not contain Vulcan” (2013: 119); there is no truth maker for
‘Vulcan exists’. So given that ‘Vulcan exists’ is false, its negation is
true. And as Crane notes (2013: 73), this negation is expressed by
‘Vulcan does not exist’.

Second, representation-dependent truths are true, as the name
suggests, in virtue of the existence of some represeattaion, wh
this is a story, a theory, or an episode of thinking. So, for instance,
‘Vulcan was a planet postulated by Le Verrier is true iff there was
an event where Le Verrier represented Vulcan as a planet in certain
way (2013: 135).

Third, self-identity claims follow from the “logical truth that for
all x, xx” (2013: 165), where this must be understooe-as
if it is to yield, say, that V®amcan by universal instantiation.

But why think x x=x is a logical truth? Well, in classical systems

it follows from the rule for introducing ideet#tybs universal
introduction. But whetheaas a logical truth is precisely what is at
issue, so Crane cannot appeal to this to justify his claim. So | think
that Crane has not provided any independent reason for us to ac-
cept that nonexistents are in fact self-identical. Moreoves there do
not seem to be anything in the world to ground these self-identity
claims; ‘VulcaWulcan’ has no truth maker as Crane admits (2013:
163). | think it would be simpler and more in keeping with Crane’s
project to deny that these claims are in fact true.

Apart from the three types of truth about the nonexistent that
Crane explicitly discusses, we should also count as true negative
claims made with any existence entailing properties, not just negative
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existentials: if it is true that Vulcan does not exist, given the absence
of Vulcan, then it is also true than Vulcan is not a planet, since being
a planet is existence entailing. Finally, Crane might want to consider
which modal claims concerning nonexistents are true. Perhaps Vul-
can could not have existed? If so, perhaps some modal claims are also
existence entailing, and so can be subsumed by the previous point.
Despite what many philosophers have said about quantification
and empty names, Crane’s general picture above seems dead right to
me. It is, | think, on the basis of theoretical considerations that have
not been adequately justified, that some resist this inteitive pictur
So Crane is to be applauded for spelling-out this common sense pic-
ture of the nonexistent, and rejecting philosophical orthodoxy. And
yet, some will not be completely satisfied with Crane’s solution.

2 The problems of nonexistence

Crane states the problem of nonexistence as follows: “H truth is su
pervenient on being, then how can one tofilgosagthing that is
not—something that has no being—ibkat ¢ertain way? How
can such a claim be true?” (2003: 20). It is not entirely clear what
the tension is supposed to be here. After all, does anyone think that
there are possible worlds where the existence facts are the same,
but the truths about nonexistents differ? Supervenience is not really
the issue here, | think. For Crane, the issue is better put in terms
of truth making. The problem of nonexistence, as Crane thinks of
it, is that given that nonexistents are not a part of reality, what are
the truth makers for statements about them? As Crane himself puts
it, “Given that when something is true, it is reality that makes it so,
we are obliged to ask: what in reality makes these claims about the
non-existent true?” (2013: 118). As we saw above, Crane sets out to
answer this question, and his answer seems on the right lines to me.
But is this enou@hrane describes his reductionism as providing
an explanation of the truth of statements about the nonexistent with-
out giving the meaning of those statements. We might, however, also
want an account of the meaning of such statements. The residual
problem of the nonexistent, unaddressed by Crane, is how to provide
systematic truth conditions for claims about the nonexistent, with-
out appealing to reference to nonexistents.
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Now Crane can be forgiven for not engaging in this no doubt dif-
ficult, and largely technical semantic project. It is fine for there to be
a division of philosophical labour, and Crane’s positive picture was
well worth setting-out as a much needed alternative to more extrava-
gant approaches. Still, there is this residual problem, and until this
problem has been solved, Crane’s extravagant opponents, at least,
will view his approach with suspicion.

A related worry comes from asking how Crane thinks we should
decide ontological questions? He says that what people are in fact
committed to is a matter of what they believe in, rather than what
they quantify over. Fair enough. But we can asighwhey,
objectively, believe in. How do we settle that question? Crane does
not think that there is an informative formal criterion of which ob-
ject-language sentences are ontologically commitiomg.(See bel
perhaps he thinks ontological commitment is determined by which
entities are appealed to in the metalanguage when giving the seman-
tics of the object-language. But Crane, as we have seen, does not
provide such a semantics. His opponents may suspect that once he
does provide a semantics he will find himself faced with the same
extravagant choices he criticizes.

As well as Crane’s truth maker conception of the problem of non-
existence, then, there is another problem that we canecharacteriz
with the following inconsistent triad (I do not say these two prob-
lems exhaust the problems of nonexistence):

(1) There are true subject-predicate sentences about nonexis-
tents.

(2) If a subject-predicate sengand®€ is true, therefers.

(3) At least one subject term in a subject-predicate sentence
about nonexistents lacks a referent.

Crane, effectively, takes (3) to be a constraint on the solution, and
| agree. He also takes (1) to be constitutive of the problem, so, he
rejects (2). But (2) follows from the simple view of truth

SVT: A predicative senteaceF is true iff the object denoted
by d has the property ascribed by ‘F’.
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And so as Crane rejects (2), he also rejects SVT. But he does not pro-
vide a systematic alternative to SVT, which leaves open the questions
just raised. In the next section, | sketch some thoughts on Crane’s
account of properties and predicates, and a different way of thinking
that is nonetheless consonant with his whole approach.

3 Properties and predicates

Crane claims that there are true subject-predicate sentences about
the nonexistent. Moreover, he says that these sentences are true be-
cause the nonexistent the sentence is about has the property ascribed
by the predicate. Does this, then, not allow him to answer the chal-
lenge faced above? As Crane notes, on his view “The truth-condi-
tions for a claim of the f&isF is that it is true just in cas®s
the propertly We can state the truth-conditions in this form, in the
same way, whether oraloéfers to anything” (2013: 58).

Here it might look like Crane is going some way to providing the
systematic theory | asked for. This impression is, | tmnk, illus
(not that Crane claims otherwise) since the properties that nonexis-
tents have are, for Crane, “pleonastic”, the result of the grammati-
cal transformations frans F’, to ‘there is a property dlnats,
namely Fness'. As a result, to saydiRas true just in cadeas
the propertlfis not to provide explanatiohwhydis F’ is true.
They are simply two ways of saying the same thing.

Now one way of holding on to SVT, but allowing for truths about
the nonexistent, is to adopt a negative free logic thattsupplemen
SVT with

NFL: Ifd does not refer, then any subject-predicate sentence, *
is F’ is false.

With NFL we can account for the falsity of all of the existence en-
tailing claims concerning nonexistents, and thus for the truth of
their negations, including negative existentials. But although NF
is consistent with their being truths about nonexistents, it does not
allow for true subject-predicate claims about the nonexistent, and
so it resolves the residual problem of nonexistence by rejecting (1).
Although Crane would be happy to accept this approach for a range
of sentences, he rejects it in its full generality, since hé thinks tha
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it cannot provide a satisfactory account of representdgan-depen
truths. In brief, this is because Crane thinks that not all of these
truths can be accounted for by employing intensional operators tak-
ing subject-predicate sentences within their scope. Rather, Crane
thinks that there are true representation-dependent,esubject-pr
icate sentences concerning nonexistents, and so NFL has to be re-
jected.

Crane thinks that there are true predications concerning non-
existents because he follows Dummett (1973: 37-38) in saying that
a predicate is what results when we remove one or more referring
expressions from a sentence. There are at least three worries that
we might raise for this conception. First, one might want to exclude
certain complex sentences from this method of predicate formation,
otherwise we can have what appear to be incompatible predicates
true of the same object. For instance, Frege’s puzzle might give rise
to the predicates ‘Lee believes that x is F' and ‘Lee does not believe
that x is F’ (as opposed to ‘Lee believes x is not F’). Second, even ig-
noring complex sentences, this method might be objected to because
it allows for a predicate ‘Professor x was an expert on Tarot’ to be
generated by removing ‘Dummett’ from ‘Professor Dummett was
an expert on tarot’. But it does not make any sense to predicate this
of an object, as can be seen by completing the predicate with some
other phrase that picks out Dummett, such as ‘the Wykeham Pro-
fessor of Logic in 1985’ This problem could be avoided, however,
by placing a suitable restriction on what counts as a referring term
in the relevant sense. But even leaving all this to one side, there is a
third problem which is brought out by considering Quine’s (1960:
153) example of

(4) Giorgione was so-called because of his size.

By the Dummett method of predicate formation, this yields the
predicate

(5) x was so-called because of his size.

But it is odd to say that (5) is a predicate. First, it does not allow for
substitution of co-referring terms, even when we concern ourselves
with de re readings. For it is not true that
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(6) Barbarelli is such that he was so-called because of his size.
Relatedly, one cannot quantify into this predicate since neither
(7) x (x was so-called because of his size)

(8) x (x was so-called because of his size)

make sense. But it seems to me that the notion of a predicate is tied
as much to quantification as it is to combining with singular terms.
The real predicate involved in (4) is more perspicuously given by

(9) x was called ‘Giorgione’ because of his size

and (9) is not subject to the problems above.
Moreover, (4) puts pressure on the notion of a pleonastic prop-
erty, since we cannot move from (4) to

(10) There is a property Giorgione has, namely so-called because
of his sizeness.

What this shows, then, is that it is not as harmless as Crane suggests
to think of true claims concerning nonexistents as true subject-pred-
icate claims where the nonexistent has a pleonastic property cor-
responding to the predicate. The point of this is to bring out that as
well as Dummett’'s grammatical notion, we also have the separate
notion of a logical predicate. And it is the logical notion, | suggest,
that is important to the assessment of NFL. Crane rejects NFL be-
cause

The mere idea of a sentence free of truth-functional opeffators, and o
‘intensional’ operators ... is clear enough, but [examplEsatike ‘Vu

was a planet postulated by Le Verrier’] show that these restrictions do
not on their own determine a kind of expression which always deter-
mines a falsehood when combined with a non-referring term. There
does not seem to be a syntactic or formal criterion of simplicity [for a
predicate in NFL's sense] (2013: 55).

Now | think the negative free logician has more formal resources
than Crane considers. For one thing, the passive versions of repre-
sentation-dependent truths often sound much worse than the active
forms: compare ‘Le Verrier is thinking about Vulcan’ with ‘Vulcan is
being thought about by Le Verrier. But not all do, and it is not clear
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that there is surface-form syntactic criterion of a logical predicate
Still, it might be correct that there is an interesting class of expres-
sions, logical predicates, that when combined with an empty name,
always produce a falsehood, but that this class cannot be read-off
surface structure. The only way to discover if this is true is by doing
the semantics and discovering the logical forms of the problematic
sentences. If there is a class of logical predicates that combine with
empty names to produce false sentences, then perhaps the thought
behind NFL is vindicated. Further, these logical forms would cor-
respond to the existence entailing properties, and so we would have
an explanation of which properties are existence entailing.

What about the representation-dependent truths? If these are not
logical predications, what are they? It seems to me that what (many
of) these truths are doing is not ascribing a property to, or predi-
cating something of a nonexistent, in some intuitive sense that has
not been made precise. Rather, thbgracterizisgresentations
as Peter Pan-sculptures, Vulcan-theories, Holmes-asuges, Peg
thoughts, etc. Whether, ultimately, this approach can be sustained
to defend NFL is not clear, but it is only by investigating the logical
forms of sentences that we can find out. In any case, this approach,
which takesharacterizimg primitive (see Forbes 2006) seems to
fit well with Crane’s (2013: 90) proposal to take intentionality as
primitive.

Regardless of the logical forms of claims about the nonexistent,
Crane is right to reject NFL as a claim about (surface) syntactically
simple sentences. But by investigating why it is false read as such, by
seeking to provide a systematic semantics for the nonexistent, we
open up the possibility of drawing some worthwhile logical distinc-
tions between sentences that are genuinely ascribingfproperties o
their subjects and those that are not, and between claims that entail
the existence of their subjects, and those that do not. Consequently,
we might be able to ward off the suspicions of some of Crane’s op-
ponents, and maintain the possibility of doing ontology in something
like the Fregean tradition. All of this goes beyond what Crane sought
to do in his book. And as | have said, | think that his general picture
and metaphysical reduction must be correct. Still, | think some in-
vestigation of these issues would have been interesting.
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4 Quantification

Crane, as we saw allows for quantification “over” nonexistents. | have
repeatedly used scare quotes because it was not entirely clear to me
what Crane’s account amounts to exactly. Crane says that he wants
to keep “the basic ideas of the logic of quantification intact” (2013:
31). So what, then, does it mean to quantify “over” nonexistents for
Crane?

Itis to have non-existent objects of thought in the universe of discourse,
where ... to have an object of thought in the universe of discourse is to
have it among the things relevant to what we are talking about ... These
things can be ‘values’ of the variables bound by the quantifiers, just in
the sense that things can be true or false of the objects of thought. So
when evaluating ‘some biblical characters did not exist’ we look for
something in the domain (biblical characters) of which we can predi-
cate non-existence. And lo! We find one: Abraham. Abraham is then a
value of the variable (2013: 40).

Note how Crane himself uses scare quotes for ‘values’. 1§ Crane wan
to say that we can quantify over nonexistents in the way in which
standard logic quantifiers over a domain of existents, then | would
like to have seen more detail about assignment functions, satisfac-
tion, and the like to help me fully understand what was going on.
But it seems to me that Crane does not need to go down this route,
since, at other points, his account of quantification doas not appe
to amount to quantifying over nonexistents. Rather, it seems to be a
device of generalizing into certain syntactic positions:

After all, if we can use a name to talk of something which does not ex-
ist, then the quantifier ‘some’ is just a generalization from the use of a
name (2013: 16).

guantified sentences [such as] ... ‘Some characters in the Bible did not
exist—are best understood as generalizations from sentences that
predicate something of their subjects (2013: 119).

| would have liked to have heard more about whether this kind of syn-
tactic generalization was what Crane had in mind, and also how his
approach compares with others who have adopted such approaches.
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5 De re thought

After setting out his metaphysical picture, Crane (2013, chapter 6)
turns to the problem of thinking about specific nonexistents. There
is too much in this chapter to cover, so | shall just focus on his discus-
sion of de re thought. Here, as is standard, Crane construes the de
re/de dicto distinction syntactically, so that quantifyingefto a beli
report, say, counts as de re.

After noting that singular thoughts can be attributed de dicto,
Crane considers whether singular thought entails a de re attribution.
Crane notes that whereas on the orthodox conception, this is true,
since ‘S believes that ... a ... entai($ ‘believes ... of x)', no
such entailment is forthcoming on Crane’s account, since we can be-
lieve things about the nonexistent. Rather than take this as counting
against singular thought about the nonexistent, Craeeatstead r
the idea that singular thought entails de re attribution.

Now clearly Crane is correct that beliefs about the nonexistent do
not licensexistentigéneralization. And so if existential generaliza-
tion is required for the de re, then singular thought about the non-
existent does not entail a de re reading. But why ¢Xistettiat
guantification is required? The syntactic construal of the de re does
not mention existential quantification. Moreover, givendhat Cran
employs something like a particular quantifier that quantifies “ove
nonexistents, he is free to acknowledge de re attributions of belief
concerning nonexistents. For examech that Crane believes
x does not exist.

Two options present themselves. First, Crane could accept that
singular thought, even about the nonexistent, does entail a de re at-
tribution, albeit one in terms of the particular, rather than the exis-
tential, quantifier. Second, he could reject the syntaatiofcriterio
the de re given above, in favour of a relational construal of the de re.
This seems to fit better with Crane’s way of thinking since he glosses
‘de re’” at several points as ‘relational’, where | take him to mean sub-
stantially relational. If this is right, then there is no put&ly syntac
characterization of the de re for Crane, just as there is no syntactic
construal of the ontologically committing claims.

But having pulled apart the syntactic and relational construals of
‘de re’, it seems as if Crane is in a position to provide an irrealist
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construal of the problematic Geach sentence concerning intentional
identity:

(11) Hob thinks a witch blighted Bob’s mare, and Nob wonders
whether she (the same witch) killed Cob’s sow.

It has been thought that (11) cries out for a syntactically de re read-
ing. But on the standard assumption that quantification is ontologi-
cally committing, such a reading commits to there being something
in reality that Hob and Nob’s mental states are about. But such a
consequence is unwelcome. However, once we sever the link be-
tween quantification and ontological commitment, as Crane does,
we can give a syntactically de re reading without these unwanted
consequences along the lines of the following:

(12) x (x is a witch) such that Hob thinks that (x is a witch and) x
blighted Bob’s mare, agaguch that Nob wonders whether
y (a witch) killed Cob’s sow, ang,x

where the material in parentheses can be included or not depending
on how exactly we read (11). Two comments. Fiystim@ans

X is the same as y, to be discussed below. Second, as Nathan Salmon
(2015) notes, it seems plausible to suggest that ‘witch’ has a reading
on which it can be truly predicated of mythical witches, and also a
reading which means something like ‘is a mythical witch or a real
witch’ (compare ‘gun’ and ‘poet’, in ‘is that gun real or fake’ and
‘how many poets are there living or buried in Budapest?’ (cf. Par-
tee 2010). If so, Crane can take the occurrence of ‘witch’ outside
the scope of the propositional attitudes as not committing to real
witches.

But what of ‘x y? Aside from the trivial identity statements
discussed above, Crane does not allow for true identity statements
concerning nonexistents, s xannot be treated-gs €rane
(2013: 163-164) suggests that we cash gutrixerms of the
resemblance of representations: Mercury and Hermes -are not liter
ally identical, but we can say that they are “the same”, by virtue of
the similarity of the representations of x and y. For some purposes
this might be right, but | think that often our sameness talk reflects
more than qualitative similarity. If | say that you and | have the same
car, what this would ordinarily mean is that we havetype same
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of car, such as a VW Golf. But being a VW Golf is not (merely) a
matter of resemblance, for causal links are important too—if your
car just happens to look like a VW Golf then it is not in fact a VW
Golf. How however we cash out this talk of types, we cannot em-
ploy the same treatment in the case of nonexistents: nonexistents do
not fall under any causally-individuated type, since they don't exi
Nevertheless, | think that to account for some of our sameness talk
concerning the nonexistent, we must appeal to causation, since it
seems that whether we count fictional characters as being the same
(from an irrealist perspective) depends on whether the uses of the
names we use to speak of them are related. If so, it might be help-
ful for Crane to appeal to Sainsbury’s (2005, chapter 3) name-using
practices, and then to ground (some) sameness talk in terms of caus-
ally related name-using practices along the lines of Salis (2013). But
as long as Crane has a satisfactory accoynitafeems as if he

might be well-placed to offer an account of (11).

Lee Walters
Department of Philosophy
University of Southampton

Avenue Campus
Southampton, S017 1BF
Lwalters@soton.ac.uk
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Born Free and Equal? A Philosophical Inquiry into the Na-

ture of Discrimination, by K. Lippert-Rasmus$ésw York,

NY: Oxford University Press, 2014, xii + 317 pages, ISBN 978019
9796113.

Kasper Lippert-Rasmussen begins his recently published book on
discrimination by distinguishing three main general questions that
are undertaken in the book, and that organize its structure, namely:
what discrimination is, what makes it wrong, and in which cases dif-
ferential treatment is discriminatory, or what should be done about
wrongful discrimination. Both the approach and the layout of these
guestions make the book a thought-provoking rewarding reading.

In part 1 of the book, Lippert-Rasmussen examines several types
of discrimination. This analysis is not an exhaustive taxonomy, but
one that allows the reader both to identify a reference framework to
allocate the moral wrongness of discrimination, and gives a glimpse
of a proposed counteraction of discrimination acts, and its conse-
guences. By doing so, the author advances the content and motiva-
tion of parts 2, and 3 of the book. In part 1, Lippert-Rasmussen
advances many highly relevant debates on discrimination. Among
the debates presented in this part, high points that merit further
discussion include: what he callsHl@H U L of @ddriri@pa W L R Q
tion which offers a broad, in contrast to the usual narrow definition,
approach to discrimination. To wit, Lippert-Rasmussee defines
neridiscrimination as follows: “to discriminate against someone is
to treat her disadvantageously relative to others because she has or
is believed to have some particular feature that those others do not
have.” Another relevant point is the decision tgrstigkdiscrimi
natioras the approach that better accounts both what generally both-
ers people of discrimination, and the detailed treatment of indirect
discrimination. On the one hand, one of the reasons he offers for this
move is that, in his view, most of the times when something is said

Disputativol. VII, No. 41, November 2015
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to be discriminated¢cancergsoup discrimination. On the other
hand, indirect discrimination is understood in his account as an ex-
ample of non-intentional discrimination.

Particularly interesting here is the debate he opgesencthe
definition of discrimination. In a nutshell, discriminatiwedis def
as disadvantageous differential treatment. Far frommatidiscrim
skeptic that disregards affirmative action, he aims at revisiting the
concept of discrimination, and what is morally wrong about it from
the very beginning. This intention is clear when he argues in page
15 that: “there is not even a presumption that someone who engages
in gener(talics added) discrimination acts wrongly.” However, the
parts of the book that analyze cases of what we may call advanta-
geous differential treatment, or non-wrongful disonjranati
somewhat unclear. For example, in pages 23, 25, and 27, Lippert-
Rasmussen argues that nepotism is not a discriminatory act in the
relevant sense, while in pages 41 to 46 what qualifies as advantageous
differential treatment remains vague.

Lippert-Rasmussen moves a step forward in the definition of
discrimination and states in page 16 that discrineisseitially
comparativieh respect to individu@le author believes that a fea-
ture that may turn generic discrimination to be morally wrong, or at
least morally relevant, lies in (unjustified) disadvantagemus tre
in comparison to others. This further feajare@tiscrimina
tion opens the floor to make a relevant distinction. Whilst he states
that equal treatment and even non-disadvantageous discriminatio
may well not be morally wrong, he also considers that compared
differential treatment between two people is morally wrong. A more
in depth discussion of what makes discrimination wrong is under-
taken in part 2 of the book. The relevant differential background
of both conceptions is that whileothparataecount identifies
the moral wrongness of discrimination as due to the inequality that
it generates, the other account perceives the wrongness in the dis-
criminatory act. In the latter sense, the wrongness would not be
only based on the effects generated neither on a particular situation,
nor on further counterfactual situations, but on the unjustified dif-
ferential treatment to a member of (in Lippert-Rasmussen’s account)
a social salient group. To illustrate the point: to assess whether some-
one is discriminating another in a morally relevant way, it should
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be first established how that person would treat a subject from an-
other equally salient social group in the same situation. It may be
said that what justifies this comparison remains somewhat unclear
This feature of the author’s account of the wrongness of discrimina-
tion defines his characterization of the harm-based agtount, and i

particular of harm as the necessary condition of the wrongness of
discrimination, most of all in pages 160 and 161.

In chapter 1, Lippert-Rasmussen sticksgaliscriminatson
a descriptive concept that, in his view, better explains what peo-
ple talk about when they talk about discrimination. He points out
that althougirougiscrimination is the proxy for an account of the
wrongness of discrimination (and many times in the text it seems to
be the only objectionable type of discrimination), it just is a neces-
sary condition for wrongful discrimination, but not a sufficient one.

In other words, group discrimination is not always morally wrong.
Lippert-Rasmussen proceeds to distinguish different sénses in whic
it might be morally wrong. The reasons given in favor of establish-
ing group discrimination as the main concept that qualifies as dis-
crimination finishes at this point. Although Lippert-Rasmussen’s
view in this point is not clear, the reader may intuitively guess that
he remains neutral on the distinctions made regarding the wrong-
ness of group discriminatory treatment. To wit: Lippertd#Rasmusse
remains neutral about the moral distinction between direct and in-
direct discrimination, cognitive and non-cognitive discyimination
and valuation based and non-valuation based discrimination. A clear
position regarding these subjects would have been helpful to clarify
some normative points in part 3 of the book. It would also have been
helpful to have a clear characterization of when is (unjuakstified) disa
vantageous treatment morally wrong.

In part 2 of the book, Lippert-Rasmussen assesses three concrete
accounts of the wrongness of discrimination: Larry Alexander’s ac-
count on objectionable mental states, conditioned by false believes,
and resulting in bias; Deborah Hellman’s account on discrimination
demeaning equal human worth; and Thomas Scanlon’s account on
the offensive meaning of discrimination. High points include: in-
trinsically wrong discrimination, instrumental reasomsstbhe asses
moral wrongness of discrimination, objective meaning accounts,
Lippert-Rasmussen’s harm-based account of the wrongness of dis-
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crimination, and his version of a prioritarian harm-based account—
a desert-prioritarian account. Briefly, though not less relevant,

it should be noticed that one of the main difficulties for Lippert-
Rasmussen’s desert-prioritarian account is the priaritbusan cal
According to the desert-prioritarian account, individuais which a
comparatively worse have greater moral value than those that are
comparatively better off. While Lippert-Rasmussen is aware of some
objections regarding equal value of both the discriminatee, and the
discriminator (166), and accommodates some cases to his account,
the metric of prioritarian calculations remains unclear.

Particularly interesting here is his approach to harm-based ac-
counts of discrimination (154 ff) to which the author is more sym-
pathetic. Broadly, Lippert-Rasmussen argues that one main concern
with the wrongness of discrimination, given that it is not always
wrong, are its harmful outcomes. Some statements defended in part
1 of the book have a pervasive impact in this second part of the book.
For example, in part one Lippert-Rasmussen states that discrimina-
tion is essentially comparative, and, as mentioned before, this com-
pletely determines the account of the wrongness of discrimination.
To wit, according to this account, the wrongness of a discrimina-
tory act is based on its effects, and not on any other intrinsic moral
wrongness it may generate. In addition, a discriminatory act will
be harmful if and only if the discriminatee is worse than she would
have been had she not been discriminated. However, discrimination
may be morally wrong for other reasons than the ones mentioned in
Lippert-Rasmussen’s approach in part 2 of the book. For instance,
racist, sexist, male chauvinistic attitudes may be morally bad both
for the discriminatee and for the discriminator. Or they may have
no bad effects in the discriminatee, whilst remaining morally bad for
the discriminator, in terms of attitudes, decisive reasons for action
and bias generally generated by false beliefs.

On this line of reasoning, discrimination based on inequalities
may be morally wrong, not just because of the alleged injustice of
inequalities, but also due to the fact that it emphasizes previous in-
justices, structural or otherwise. Lippert-Rasmussen isaware of th
previous injustices aggravate the harm of discriminatorg acts (55 an
62). However, the harm-based account defended by the author does
not take into account moral wrongs other than foreseen harmful out-
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comes to constitute the wrong-making property, (155). For exam-
ple, discriminatory acts may generate unintended harms, and both
these harmful byproducts, and the discriminatory act generating
both types of outcomes, raise moral concerns. It seems to me that
these aggravating factors are disregarded in LippertsRe&smussen’
count of the wrongness of discrimination.

If we consider it in more detail, we will see that in part one of the
book Lippert-Rasmussen conceives indirect discrimination as a non-
intentional mental sté#3). Accordingly, indirect discrimination
may be wrong in light of its due outcomes. However, discrimination
based on mental states may well be intentional, and therefore mor-
ally wrong not only in virtue of its outcomes, but of its reasons for
action. Hence, if Lippert-Rasmussen agrees with the claim that in-
direct discrimination may well be equally harmful, we may add that
this would not be solely due to its harmful outcomes, but also of its
reasons for action.

Finally, in part 3 of the book, Lippert-Rasmussen introduces
three so-called non-ideal themes: proportional representation in
connection with punishment, discrimination on the labour market,
discrimination in the private sphere, and, finally, rac@alhbeofilin
discusses them in light of his proposed account of discrimination,
the desert-prioritarian account. The chapter on diseriminatio
the private sphere is particularly interesting.

Despite the set of issues that need clarification, and further de-
velopmenBorn Free and kExjaalkorthwhile enjoyable read, and it
sets a precedent for further and fruitful discussion on the somewhat
neglected topic of discrimination in political philosophy.

Cristina Astier
Philosophy of Law Area
Department of Law
Pompeu Fabra University
Edifici Roger de Lldria, Ramon Trias
Fargas, 25-27 | 08005 Barcelona
cristina.astier0O1@estudiant.upf.edu

1 The discussion on the wrongness of indirect discriminatioreremains op
and Lippert-Rasmussen comes back to it at the annex of chapter 6, at pages 177,
and 178.
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The Double Lives of Objects: An Essay in the Metaphysics
of the Ordinary World, by Thomas Sattig. Oxford: Oxford Uni-
versity Press, 2015, 288 pages, ISBN 9780199683017 (hbk).

In 7KH "RXEOH mMhonkby SRttig 2EfdhesFaw dfiginal and
highly interesting account of ordinary objects like mountains, oaks
statues and peopérspectival hylomorphésatcount has a meta-
physical parijuasi)-hylomorplaistha semantic ppetspectival

ismThe author situates the account somewhere in between the two
prevailing theoriedassical merealodéristotelian hylomorphism

and argues that it is better placed than its contenders to preserve
our common-sense conception of ordinary objects, offering a uni-
fied and compatibilist solution to a range of problems that challenge
this view.

The structure of the book is clear: first, the basics of the theory
are developed (chapters 1 and 2), and then the theory is extended
and refined through its application to a series of issues that threaten
our common-sense view of ordinary objects (chapters 3-8). Each
chapter in this second part can be read independently of the others.

Let me outline Sattig’s theory and stress some points | believe
deserve special attention and further discussion.

Sattig presents his account as a fundamentally classical-mereolog-
ical account with an Aristotéest Like classical mereology, it
understandgempleR D W H U [a® i@er&vodicdl siinsmaller
material objects but, against this view, it affirms that ordinary ob-
jects are not just material objects. On the other hand, like Aristo-
telian hylomorphism, it distinguishes between an ordinary object’s
matteaindormbut it understands forms very differently.

Sattig’s perspectival hylomorphismRieWs L Q LastbAREMHF W V
poundsf P D W H U hiatOpahiE & tsFs#eé What this means.

Sattig understanB<D W H U LD &xcdrdamte! Wity lassical
mereology, of which he presents several versions (depending on
whethetemporal pants accepted or not) and claims that his frame-
work can be developed using any of them. However, he mainly uses
the three-dimensionalist version in which material objects cannot
change their parts over time (this will be important). Accordingly,
| will restrict myself here to this version. He also emphasizes that
material objects have non-derivative spatiotemporal locations and
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physical properties.

Now, let us see wKapathare. We need to introduce several
notions.

First, each kiithas associated a certain qualitative €¢§ntent,
shared by all its instances (for example, forteidekimeinly
comprises functional properties).

Second; X is instantiated by material objects. Suppose that a
material objeatinstantiates’, and suppose tésitbeing% as
being%..andds being/jointly grounds being “. Then we say
that this plurality of properfig<%.. %completely realizes

Third, for any kicthere is a range of properties that can mean-
ingfully be ascribed®Tl hey constitute sishere of discourse

Now we can characterikestatef a material object. For any
kindK, aK-state of a material object is a complex, conjunctive, fact
about the material object that obtains at a particular time. More pre-
cisely, &state (for some kKjdof a material objecat a timég
contains two types of qualitative profile:

(1) The. PHD QL QJ I X Oofa @\Whid @@ntdirs: SURAOH
The maximal conjunction of the facheists dt that
ahas., att, ..., thatahas._att, such that (i) eacls an
intrinsic qualitative property ahd (ii) eachfalls in the
sphere of discoursk of

(2) The. UH D O L ] Dot btR QhiSis BoAdDtkted by two
types of fact.

(2.1) The maximal conjunction of the faatisattaatt,

..., thatahas%eatt, such that propertis.., %together
completely realike(i.e., the maximal conjunction of the
facts aboathat jointly grouaid being ¥).

(2.2) The maximal conjunction of the factsptiralty re
alizek ..., that%partly realizé&s

(This last clause is crucial to the solutiagraintdeng problem
We can now introduce the notiok-pathintuitively, whereas
ak-state is the imprint (as Sattig says) f@lkantaterial object
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at a particular timaspath is a series of imprirksogér time.
Intuitively, &path is the life dfa

More preciselyKaath is a maximal seriésttes unified by
K-continuitg-connectedmedawful causal dependence

An important characteristi¢dths is that they may have dis-
tinct material objects as subjects (remember that material objects
do not change their parts over time). On the other hand, a material
object may be a subject of distpaths, even of distinct kinds.

Finally, Sattig states thaRdan G L Q DsUa\ tr&nsddtegirial
mereological sum of a material objed¢tpath ahat has the ma-
terial object as one subject (remembéf-gah a&an have more
than one subject). Sattig calls them ‘compounds’. Analogously to
sums, the identity conditions of compounds just depend on the com-
pounds’ parts, irrespective of what these are and of how they are
arranged.

Let me highlight a couple of consequences. First, this account
yields a plenitudinous ontology. Just one example: consider a par-
ticularTablgathj, and suppose thiaas distinct material objects
a, a, g, as subjects. Then, we have three different tabtes: the
pound o andi, the compoundafand, and the compound of
a,and. Second, and this is a crucial aspect of Sattig's proposal, the
gualitative profile of an ordinary object’s material ohpti(its
and the qualitative profile of the same Kigatit'gitforynmay
diverge.

After presenting the metaphysical part of his account, Sattig com-
pares it with its rivals. He views the discrepancy with regard to clas-
sical-mereological accounts as not being metaphysidadly substant
just a metaphysical disagreement about the nature of some deriva-
tive objects. However, the discrepancy with Aristoteliarsaccounts i
Sattig affirms, metaphysically substantive. For exartglanAristo
forms play an object-structuring and an object-generatigag role. Thi
is not the caseKgpaths.

Now, let me summarize Sattig’s criticism of Aristotelian hy-
lomorphism. He claims that the naitite primitivetructuring
composition operationgheir associated forms is mysterious: how
can they be sensitive to particular, high-level kinds of objects and
arrangements? For example, what explains the relevance to the ap-
plication of a composition operation that five objects are such that



Book Reviews 255

four of them are legs and the other a top and that they are arranged
tablewise? In Sattig’s opinion:

Generating a new object is a metaphysically robust job. When a mecha-

nism with this job is tuned to specific, high-level properties and rela-

tions, we expect an explanation of the mechanism in more basic terms

[...] For how can something this fundamental be sensitive to something

this derivative? (10)

| have some doubts about this criticism. Before explaining them,
let me say that, for reasons of space, | can only present them briefly.
A fuller development remains a task for another occasion.

My concern about Sattig’s criticism is that his account seems to
appeal to (in this case) a relation relevantly similar to Aristotelian
composition operations: the relatigiXdE M beBAdeR RBRt&ial
objects ari@paths.

Suppose that the qualitative content of thebéstéaes (1 am
simplifying) that tables have four legs and a top arranged tablewise.

Broadly speaking, according to the Aristotelian structuring com-
position operation associated with theablgitabrder for a table
to exist there have to be four legs and a top arranged tablewise.

Now, this seems to be relevantly similar to what happens in Sat-
tig's framework. Broadly speaking, in order for a material object to
be the subject ofablgath it has to have proper material parts
which are the subjects ofLfegmaths and oheppath and it has
to instantiate the tablewise arrangement (further conditions are re
quired, but they are not directly relevant here).

It is true that in the case of Aristotelian accounts the successful
application of the relevant structuring composition opegion impli
the existence of a table, and in the case of Sattig’s account we still
need to sum the material object arabtpath to obtain a table.
However, that the material object arfiélkggath stand in the
relation of subjecthood is a pre-requisite for this sum to result in the
compound that is the table. Is this difference so decisive as to see
Aristotelian composition operations as suspicious and mysterious,
but not the relation of subjecthood? It would be interesting to know
more about this relation in general and how it compares to Aristote-
lian composition operations.

After presenting g-hylomorphism Sattig intjuelspestval
isma metaphysical semantics of the statements expressing our com-
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mon-sense conception of objects. Sattig elaborates it in the form of a
truth-theory stated in terms of g-hylomorphism.

First, he defends that we might adopt three different, unconnect-
ed, perspectives on ordinary objects: two common-sense perspec
tives, and tladsolute perspeidinvelamental metaphysics (which is
not accessible from common sense). One of the perspectives of com-
mon sense is Hwrtal-sensitive perdpectivehich we represent
ordinary objects in manners that are sensitive to the kinds to which
they appertain. The other isdttal-abstract persfreativehich
we represent ordinary objects in primarily spatiotemporal terms, ir-
respective of the kind to which they belong. From this perspective,
for example, it is a platitude that (a) an object has a continuous spa-
tiotemporal path, or that (b) there cannot be different objects at the
same place at the same time, or that (c) an object cannot cease to ex-
ist in virtue of merely extrinsic causes. Sattig adds that this perspec-
tive ifragmented and ampprbeigsng at most a partial principle
of individuation. One of the examples Sattig uses to show this is the
following: imagine a brick wall abstracting from all featgres makin
it a brick wall. Suppose one more brick is added. Does it merely re-
ceive an external attachment or does it increase its size? Sattig claims
that spatiotemporal continuity is compatible with botthhaptions:
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increases itsls@me a spatiotemporally continuous path.

Sattig offers the following reason for differentiating between the
two common-sense perspectives. Psychological resessch indicat
that infants represent objects in a primarily spatiotemporal way.
However, adults seem to represent objects (also) as appertaining to
sortals. Now, the most plausible explanation of this evolution is that,
in fact, infants’ object representation principles continue to be ac-
tive in adults, and are the basis of common-sense platitudes like (a)-
(c). After this, Sattig adds: given that these underlying grinciples ar
sortal-abstract (here he epaatababstraith spatiotempdyat
this is the issue in question, as we will see), (a)-(c) should be seen as
sortal-abstract, as well. This is a good reason, Sattig affirms, for dif-
ferentiating between the two common-sense perspectives.

| have some doubts about Sattig’s reasoning (as | said in the above
case, | can only present them briefly here, and a fuller development
remains a task for another occasion). The data from psychological

LV
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research he provides in the book (i.e., that infants mainly use spa-
tiotemporal principles to individuate objects) also seeie compatib
with the thesis that there is just one human perspective on ordinary
objects which is built up over the years: infants’ spatiotemporal prin-
ciples can be seen as the first step in the construction of a far more
complex, but unique, sortal-sensitive, perspective. Tipdse prin

would then also be part of the sortal perspective of adult human be-
ings.

Why should we prefer Sattig’s proposal to one that accepts a
unique perspective which develops step by step over the years?

Sattig emphasizes at several places that these principles seem to
apply to all ordinary objects independently of the speci& properti
that make them chests of drawers, roses, mountains or dogs. They
would be, then, general sortal-abstract principles. Butdhis does n
seem to me to be as clear as he claims. Intuitively, a tree, a person
or a table is a tree, a person or a table because (apart from other
requirements) it obeys principles of the sort of (a)-(c)y,lhtuitive
would say that a table is a table, in part, because, for example, it can-
not jump between distant places from one moment to the next and
it cannot cease to exist for purely extrinsic causes. Moreover, that
these principles apply to all ordinary objects might just mean that
they are common to all sorts.

Now, Sattig’s next step is to defend that to a type of perspec-
tive there corresponasaale of predicdipradopting the sortal-
sensitive perspective, we empldgrthainode of predication.

By adopting the sortal-abstract perspective, we emgleyidhe

mode of predication. By adopting the absolute perspective, metaphy-
sicians employ #iesoluteode of predication. Formal descriptions
track properties contained in an ordinary Kigatitswhereas
material descriptions track properties instantiated by an ordinary
object’s material object. For example, when considering a table’s
formal persistence (from the sortal-sensitive perspdrcditie) w

the temporal trajectory includedTliabtgath; however, when we
consider the material persistence (from the sortal-abstract persp
tive) of the same table we track the temporal trajectory of its mate-
rial object.

Sattig emphasizes that the key feature of perspectival hylomor-
phism is that it allgwesspectival divetggsed dmylomorphic di-
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vergen@edinary objects live double lives!): an ordinary object may
have different profiles from different perspectives becdilse the pro
of its material object and the profil&qfath may take different
directions. For example: suppose that materialetgstat
but not af and that material obgeexkists & Moreover, suppose
that dablgath includes the fact haxists dtand tha, exists
att,. Then, among others, there isqtédecompoundapfind.
Now, when we say, from the sortal-sensitive perspective, using the
formal mode of predication, treatists df’ we are saying some-
thing true, and when we say, from the sortal-abstract perspective,
using the material mode of predicatiomdt@atrot exist atve
are also saying something true.

| have some doubts related to the two following theses that Sattig
proposes: the thesis that the sortal-abstract perspective is, in Sat-
tig's words, fragmented and amorphous and the thesis that the mode
of predication associated with this sortal-abstract pehgpective, t
material mode of predication, tracks the properties of ordinary ob-
jectsmaterial components, i.e., of material objects. As in the above
cases | can only present my doubts in outline here: it is not clear to
me how much of this sortal-abstract perspective of common sense
Sattig wants to vindicate. From what he says in the book the an-
swer seems to be “as much as possible”. However, given the two the-
ses mentioned, this does not seem an easy task. Let me just present
one reason: on the one hand, our material predications (made from
the sortal-abstract perspective) about the persistence of an object
through time will show that our sortal-abstract perspective is frag-
mented and does not include any determinate, precise, persistence
conditions of objects. On the other hand, the persistence conditions
of material objects, in terms of which these sentences will be evalu-
ated as true or false, are determinate, as they are the persistence co
ditions of mereological sums. In fact, this tension can be exempli-
fied using the cases Sattig presents to illustrate the indeterminacy of
the sortal-abstract perspective. | will use the one | have reproduced
above: the example of the brick wall to which one further brick is at-
tached. From the sortal-abstract perspective we would describe the
case as one in which it is indeterminate whether the brick wall has
something externally attached to it or is increasing in size. However,
the sentences we would use in the description would be evaluated
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in terms of what happens to the material object that is the material
component of the brick wall. As material objects cannotichange thei
parts, this will determine that the brick wall does not change in size.

In the remaining chapters Sattig defends his theory, arguing
that perspectival hylomorphism offers the best solution to a series
of problems that threaten our conception of ordinary objects. | do
not have space here to discuss his specific solutions to every specific
problem. However, | would like at least to point out one recurring
worry | have with Sattig’s characterization throughout the chapters
of the sortal-sensitive perspective of common sense. | doubt that
some of the theses that he claims to be in accordance with such a
perspective are really so: for example, the claim that two objects of
the same sort can coincide.

In chapters 3 and 4 Sattig discaisskses of coincrisese
R A SnddaBe® of intermittent exttemcpies that the theses
seemingly leading to paradoxical results express, in fact, different
perspectives (some the sortal-sensitive perspective, sane the sor
abstract perspective) and therefore, contrary to firstegpearan
they are compatible.

In chapter 5 the framework is refined and applied to modal is-
sues. In a nutshell, material objects exist in different possible worlds
whereak-pathsare worldbound, havaaginterpairisother pos-
sible worlds2 U G L Q Daya cenipbuHdS \Wf Yransworld material
objects and worldbolgkaths. Moreover, forrdalrenodal at
tributions are understood in terms of counterparts of the objects’
K-paths, and mated@kenodal attributions in terms of the objects’
material components.

In chapter 6 Sattig states that friends of coincidence have to accept
that the actual worlthideterministia prioyimundane grounds;
and this is absurd. Sattig's solution: questions of determinism con-
cern just qualitative properties of material objects.

Chapter 7 offers an account of dadeiermingte@perties
of objects. Sattig introducekiple superimposed individaad forms
analyses indeterminacy as formal indeterminacy.

In the last chapter Sattig gives an account of certain puzzling rela-
tivistic properties of ordinary objects appealing to diffpegnt, com
ible, perspectives we may take on these objects.

Let me finish by saying that | believe Sattig does an excellent job
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in the search for a much wanted theory that combines the virtues of
opposing theories. | cannot recommend this book highly enough.

~ Marta Campdelacreu
Universitat de Barcelona, LOGOS
marta_campdelacreu@ub.edu



